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1 Introduction

We consider the large and moderate deviations of a particular type of empirical processes

whose finite dimensional distributions do not satisfy the Cramér condition. The speed and

rate functions in the large and moderate deviations of these empirical processes are different

from the usual ones. The large and moderate deviations of empirical processes in the standard

situation were considered by Wu (1994) and Arcones (2001b).

Given a sequence of r.v.’s {Un} with values in a metric space S, a sequence of positive

numbers {εn}∞n=1 such that εn → 0, and a function I : S → [0,∞], it is said that {Un} satisfies

the LDP with speed ε−1
n and with good rate function I if:

(i) For each 0 ≤ c < ∞, {z ∈ l∞(T ) : I(z) ≤ c} is a compact set of S.

(ii) For each set A ∈ l∞(T ),

−I(Ao) ≤ lim inf
n→∞

εn log(Pr{Un ∈ A})

and

lim sup
n→∞

εn log(Pr{Un ∈ A}) ≤ −I(Ā),

where I(B) = inf{I(x) : x ∈ B}.
General references on large deviations are Bahadur (1971), Varadhan (1984), Deuschel

and Stroock (1989) and Dembo and Zeitouni (1998). Given a sequence of nondegenerate

i.i.d.r.v’s {Xi}∞i=1 such that E[eλ|X1|] < ∞ for some λ > 0, n−1
∑∞

n=1 Xi, n ≥ 1, satisfy

the large deviation principle with speed n and rate I(z) = supλ∈IR

(
λz − E[eλX1 ]

)
(Cramér,

1937, and Chernoff, 1952). The moderate deviations principle says that in the situation

above, for any sequence of positive real numbers {an} such that an → ∞ and n−1/2an → 0,

a−1
n n−1/2

∑∞
n=1(Xi − E[Xi]), n ≥ 1, satisfy the large deviation principle with speed a2

n and

with rate function I(z) = 2−1σ−2z2 (Petrov, 1965; see also Petrov, 1996, Theorem 5.23)

It is known (see for example Nagaev, 1978 and Mikosch and Nagaev, 1998) that if the

Cramér condition fails other speeds and rate functions appear in the large and moderate

deviations of sums of r.v.’s. We give an example of this for empirical processes. We present

the following result:

Theorem 1.1 Let {ξi,j}∞i,j=1 be a double sequence of symmetric i.i.d.r.v.’s with Pr{|ξi,j| ≥
u} = e−up

, for each u > 0, where 0 < p ≤ 1. Let {bn}∞n=1 be a sequence of positive numbers

such that n

b2−p
n

→ 0. For each t ∈ T , let {xj(t)}∞j=1 be a sequence of real numbers such that∑∞
j=1 |(xj(t)|2 < ∞. Then, the following conditions are equivalent:

(a.1) (T, d) is totally bounded, where d(s, t) = supj≥1 |xj(s)− xj(t)|.
(a.2) b−1

n supt∈T |
∑n

i=1

∑∞
j=1 xj(t)ξi,j|

Pr→ 0.
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(b) {b−1
n

∑n
i=1

∑∞
j=1 xj(t)ξi,j : t ∈ T} satisfies the LDP with speed bp

n and rate funtion

I(z) = inf{
∞∑
i=1

|γi|p :
∞∑
i=1

xi(t)γi = z(t) for each t ∈ T}.

If bn = n and 0 < p < 1, the previous theorem presents an empirical process for which the

large deviations hold with speed np. This speed np is slower than the usual one n. If {bn}
is a sequence of positive numbers such that n

b2−p
n

→ 0 and bn

n
→ 0, then previous theorem is

considering the moderate deviations of certain empirical processes. The speed of the standard

moderate deviations is n−1b2
n. The speed of the LDP in the previous theorem is bp

n, for

0 < p < 1, which is of smaller order of magnitude than n−1b2
n. These speeds are so, because

the considered empirical processes do not satisfy the Cramér condition.

The condition in Theorem 1.1: for each t ∈ T ,
∑∞

j=1 |(xj(t)|2 < ∞, is needed. By the three

series theorem
∑∞

i=1 xj(t)ξ1,j converges a.s. if and only if
∑∞

j=1 x2
j(t) < ∞ (see for example

Theorem 4 in Chow and Teicher, 1978).

Stochastic processes similar to the ones in Theorem 1.1 have been studied by several

authors (see for example, Talagrand, 1991, 1994).

Theorem 1.1 is related with the moderate deviations of sums of i.i.d.r.v.’s with values in a

separable space B. Chen (1991), Ledoux (1992), Wu (1994) and Arcones (2001b) have studied

this problem. The conditions imposed in these papers to obtain the moderate deviations in

this papers are not satisfied. In particular, Ledoux (1992) assumed that there are c ≥ 1 and

M > 0 such that for each u > 0,

nb−2
n log (Pr {‖X‖ ≥ ubn}) ≤ −M−1u2.(1.1)

In the situation considered in Theorem 1.1,

lim
λ→∞

λ−p log

(
Pr

{
sup
t∈T

|
∞∑

j=1

xj(t)ξi,j| ≥ λ

})
= −(sup

t∈T
sup
j≥1

|xj(t)|p)−1

(see for example Theorem 3.11 in Arcones, 2001c). So, under the conditions in Theorem 1.1,

(1.1) does not hold:

lim
n→∞

nb−2
n log(n Pr{sup

t∈T
|
∞∑

j=1

xj(t)ξi,j| ≥ bn}) = 0.

c will denote an universal constant that may vary from line to line. Given a sequence of

real numbers a = {ak}, we denote |a|∞ = supk≥1 |ak|.
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2 Proofs.

First, we consider the one dimensional case:

Theorem 2.1 Let {Xj}∞j=1 be a sequence of symmetric i.i.d.r.v.’s. Let 0 < p ≤ 1. Let {bn}∞n=1

be a sequence of positive numbers such that n

b2−p
n

→ 0 and bn

bn+1
→ 1. Let a > 0. Then, the

following conditions are equivalent:

(a) limt→∞ t−p log(Pr{|X| ≥ t}) = −a.

(b) {b−1
n

∑n
j=1 Xj} satisfies the LDP with speed bp

n and rate function I(t) = a|t|p.

Proof. Without loss of generality, we may assume that a = 1. We only consider the case

0 < p < 1, the case p = 1 is similar.

Suppose (a). It suffices to prove that for each t > 0,

lim
n→∞

b−p
n log(Pr{|

n∑
j=1

Xj| ≥ tbn}) = −tp.(2.1)

By the contraction principle (see for example Theorem 4.4. in Ledoux and Talagrand,

1991)

Pr{|X| ≥ tbn} ≤ Pr{|
n∑

j=1

Xj| ≥ tbn}.

Hence,

lim inf
n→∞

b−p
n log(Pr{|

n∑
j=1

Xj| ≥ tbn}) ≥ −tp.(2.2)

Given 0 < λ < tp−1 and 1 > δ > 0, we have that, for n large enough,

Pr{|
∑n

j=1 Xj| ≥ tbn}(2.3)

≤ n Pr{|X| ≥ tbn}+ Pr{|
∑n

j=1 XjI(|Xj| ≤ tbn)| ≥ tbn}

≤ ne−(1−δ)tpbp
n + 2e−λtbp

nE[eλbp−1
n

∑n
j=1 XjI(|Xj |≤tbn)]

= ne−(1−δ)tpbp
n + 2e−λtbp

n+n log Mn ,

where Mn = E[eλbp−1
n XI(|X|≤tbn)]. We claim that

b−p
n n log Mn ' b−p

n n(Mn − 1) → 0.(2.4)
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By a change of variables,

Mn =
∫∞

0
Pr{eλbp−1

n XI(|X|≤tbn) ≥ u} du =
∫∞
−∞ Pr{λbp−1

n X ≥ u, |X| ≤ tbn}eu du

=
∫ −tλbp

n

−∞ Pr{|X| ≤ tbn}eu du +
∫ 0

−tλbp
n
Pr{tbn ≥ X ≥ λ−1b1−p

n u}eu du

+
∫ tλbp

n

0
Pr{tbn ≥ X ≥ λ−1b1−p

n u}eu du

= Pr{|X| ≤ tbn}e−tλbp
n +

∫ 0

−tλbp
n
eu du

−
∫ 0

−tλbp
n
Pr{X ≤ λ−1b1−p

n u}eu du−
∫ 0

−tλbp
n
Pr{X ≥ tbn}eu du

+
∫ tλbp

n

0
Pr{X ≥ λ−1b1−p

n u}eu du−
∫ tλbp

n

0
Pr{X ≥ tbn}eu du

= Pr{|X| ≤ tbn}e−tλbp
n + (1− e−tλbp

n) +
∫ tλbp

n

0
Pr{X ≥ λ−1b1−p

n u}(eu − e−u) du

−Pr{X ≥ tbn}(etλbp
n − e−tλbp

n)

=: I + II + III − IV.

Given 1− λt1−p > ε > 0, we have that for n large enough,

b−p
n nI ≤ b2

ne
−tλbp

n → 0,

b−p
n n|II − 1| ≤ b2

ne
−tλbp

n → 0,

and

b−p
n nIV ≤ b2

ne
−(1−ε)tpbp

n+tλbp
n → 0.

By the change of variables, ub1−p
n = x, we also have that

b−p
n nIII ≤ 2−1b−p

n n
∫ tλbp

n

0
e−(1−ε)λ−pb

p(1−p)
n up

(eu − e−u) du

= 2−1b−1
n n

∫ tλbn

0
e−(1−ε)λ−pxp

(ebp−1
n x − e−bp−1

n x) du

= 2−1b−1
n n

∫ b1−p
n

0
e−(1−ε)λ−pxp

(ebp−1
n x − e−bp−1

n x) dx

+2−1b−1
n n

∫ tλbn

b1−p
n

e−(1−ε)λ−pxp
(ebp−1

n x − e−bp−1
n x) dx

≤ cb−1
n n

∫ b1−p
n

0
e−(1−ε)λ−pxp

bp−1
n x dx + 2−1b−1

n n
∫ tλbn

b1−p
n

e−(1−ε)λ−pxp+bp−1
n x dx

≤ cnbp−2
n + 2−1b−1

n n
∫ tλbn

b1−p
n

e−(1−ε)λ−pxp+t1−pλ1−pxp
dx → 0.

(2.4) follows from the previous estimations.

It follows from (2.3) and (2.4) that

lim sup
n→∞

b−p
n log(Pr{|

n∑
j=1

Xj| ≥ tbn}) ≤ −λt.

Letting λ → tp−1, we get that

lim sup
n→∞

b−p
n log(Pr{|

n∑
j=1

Xj| ≥ tbn}) ≤ −tp.(2.5)
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(2.2) and (2.5) imply (2.1).

Suppose (b). By the arguments in Lemma 2.1 in Arcones (2001b), given t > 0 for each

tp > δ > 0,

lim sup
n→∞

b−p
n log (n Pr{|X| ≥ (t + δ)bn}) ≤ −(tp − δ).(2.6)

This implies that for t > 0,

lim sup
n→∞

b−p
n log (Pr{|X| ≥ tbn}) ≤ −tp.

By the contraction principle (see for example Theorem 4.4. in Ledoux and Talagrand, 1991),

for each t > 0,

Pr{|X1| ≥ t} ≤ Pr{|
n∑

i=1

Xi| ≥ t},

we have that for each t > 0,

lim inf
n→∞

b−p
n log (Pr{|X| ≥ tbn}) ≥ −tp.(2.7)

(2.6) and (2.7) imply (a). �

Under the conditions in (a) in Theorem 3.1, by Theorem 3.6 in Arcones (2001c),

{n−1
∑∞

j=1 xj(t)ξ1,j : t ∈ T} satisfies the LDP with speed np and rate funtion

I(z) = inf{
∞∑
i=1

|γi|p :
∞∑
i=1

xi(t)γi = z(t) for each t ∈ T}.

This implies that for each t ∈ T ,

lim
u→∞

u−p log

(
Pr{|

∞∑
j=1

xj(t)ξ1,j| ≥ u}

)
= −up/ sup

1≤j
|xj(t)|p.(2.8)

So, the processes which are considering satisfy (a) in Theorem 3.1.

We will need the following lemma:

Lemma 2.2 Let {Xn}∞n=1 and {Yn} be two sequences of r.v.’s. Let {εn}∞n=1 be a sequence of

positive numbers such that ε → 0. Suppose that

(i) Suppose that for each n ≥ 1, Xn and Yn are independent.

(ii) {Xn}∞n=1 satisfies the LDP with speed {εn}∞n=1 and good rate function I1.

(iii) {Yn}∞n=1 satisfies the LDP with speed {εn}∞n=1 and good rate function I2.

(iv) For each i = 1, 2, Ii is continuous in {x : Ii(x) < ∞}.
Then, {(Xn, Yn)}∞n=1 satisfies the LDP with speed {εn}∞n=1 and good rate function I(u, v) =

I1(u) + I2(v).
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Proof. Let F be a closed set of IR2. Let c = inf{I(u, v) : (u, v) ∈ F}. Let C =

F ∩ {(u, v) : I1(u) ≤ c, I2(v) ≤ c}. C is a compact set. Given δ > 0 and 0 < t < c, let

Ut = {(u, v) : I1(u) > t− δ, I2(v) > c− t− δ}.

Then, C ⊂ ∪0<t<cUt. By compactness, there are t1, . . . , tm such that C ⊂ ∪m
j=1Utj . Hence,

F ⊂ {(u, v) : I1(u) > c} ∪ {(u, v) : I2(v) > c} ∪ ∪m
j=1Utj .

This implies, using hypotheses (i)–(iv), that

lim sup
n→∞

εn log Pr({(Xn, Yn) ∈ F}) ≤ −c.

It is obvious that for each open set U ,

lim inf
n→∞

εn log(Pr{(Xn, Yn) ∈ U}) ≥ − inf{I(u, v) : (u, v) ∈ U},

and that I is a good rate function. �

Proof of Theorem 1.1. Assume (a). We use Theorem 3.1 in Arcones (2001a). Next,

we obtain the LDP of the finite dimensional distributions. We need to prove that for each

t1, . . . , tm ∈ T ,

(b−1
n

n∑
i=1

∞∑
j=1

xj(t1)ξi,j, . . . , b
−1
n

n∑
i=1

∞∑
j=1

xj(tm)ξi,j).

satisfies the LDP with speed bp
n and rate function

I(u1, . . . , um) = inf{
∞∑
i=1

|γi|p :
∞∑
i=1

xi(tl)γi = ul for each 1 ≤ l ≤ m}.(2.9)

To do that, we use Lemma 2.2 in Arcones (2001c) with

Xn,k = (b−1
n

n∑
i=1

k∑
j=1

xj(t1)ξi,j, . . . , b
−1
n

n∑
i=1

k∑
j=1

xj(tm)ξi,j).

and

Xn = (b−1
n

n∑
i=1

∞∑
j=1

xj(t1)ξi,j, . . . , b
−1
n

n∑
i=1

∞∑
j=1

xj(tm)ξi,j).

By Theorem 2.1. and Lemma 1.2,

(b−1
n

n∑
i=1

ξi,1, . . . , b
−1
n

n∑
i=1

ξi,k)
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satisfies the LDP with speed bp
n and rate function I(γ1, . . . , γk) =

∑k
j=1 |γj|p. Hence, by the

contraction principle for each k ≥ 1, {Xn,k}∞n=1 satisfies the LDP with speed bp
n and rate

function

Ik(u1, . . . , um) = inf{
k∑

i=1

|γi|p :
k∑

i=1

xi(tl)γi = ul for each 1 ≤ l ≤ m}.(2.10)

Hence, condition (i) in Lemma 2.2 in Arcones (2001c) holds. By Theorem 2.1 and (2.8), given

τ > 0,

b−p
n log (Pr{|Xn,k −Xk| ≥ τ}) ≤ b−p

n log

(
m∑

l=1

Pr

{
|b−1

n

n∑
i=1

∞∑
j=k+1

xj(tl)ξi,1| ≥ τ/m

})

→ −(τ/m)p

max1≤l≤m supk+1≤j |xj(tl)|p
, as n →∞.

So, condition (ii) in Lemma 2.2 in Arcones (2001c) holds. We have that

inf{Ik(u1, . . . , uk) : |u1, . . . , uk)|∞ ≥ m} = mp/ max
1≤l≤m

max
1≤i≤k

|xi(xl)|p,

where Ik is as in (2.10). This implies condition (iii) in Lemma 2.2 in Arcones (2001c). To end

the proof of the LDP for the finite dimensional distributions, we need to prove that

lim
δ→0

lim inf
k→∞

Ik(B∞((u1, . . . , um), δ)) = I(u1, . . . , um),

where I is as in (2.9) and Ik is as in (2.10). First we prove that

lim
δ→0

lim inf
k→∞

Ik(B∞((u1, . . . , um), δ)) ≥ I(u1, . . . , um).(2.11)

We may assume that the left hand side of (2.11) is finite. Suppose that {a(kj)
i : 1 ≤ i ≤ kj}∞j=1

satisfies that for each 1 ≤ l ≤ m,
∑kj

i=1 a
(kj)
i xi(tl) → ul as j →∞ and

kj∑
i=1

|a(kj)
i |p → lim

δ→0
lim inf

k→∞
Ik(B∞(u1, . . . , um), δ)).

There is a finite constant c such that
∑kj

i=1 |a
(kj)
i |p ≤ c for each j ≥ 1. By taking subsequences,

we may assume that for each i ≥ 1, a
(kj)
i → ai for some ai. By the Fatou’s lemma

∞∑
i=1

|ai|p ≤ lim
δ→0

lim inf
k→∞

Ik(B∞(u1, . . . , um), δ)).
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To end the proof of (2.11), it suffices to show that for each 1 ≤ l ≤ m,

kj∑
i=1

a
(kj)
i xi(tl) →

∞∑
i=1

aixi(tl).(2.12)

Given ε > 0, there exists a positive integer i0 such that
∑∞

i=i0+1 |ai|p ≤ ε/3 and for i ≥ i0

|xi(tl)| ≤ ε/(3cp). Then, for k large,

|
i0∑

i=1

a
(kj)
i xi(tl)−

i0∑
i=1

aixi(tl)| ≤ ε/3.

We also have that

|
kj∑

i=i0+1

a
(kj)
i xi(tl)| ≤ ((ε/(3cp))

kj∑
i=i0+1

|a(kj)
i | ≤ (ε/(3cp))

 kj∑
i=i0+1

|a(kj)
i |p

1/p

≤ ε/3

and

|
kj∑

i=i0+1

aixi(tl)| ≤ ε/3.

Hence, (2.12) follows.

We also have that

I(u1, . . . , um) ≥ lim
δ→0

lim inf
k→∞

Ik(B∞(u1, . . . , um), δ)).(2.13)

We may assume that I(u1, . . . , um) < ∞. Given a sequence {ai}∞i=1 such that∑∞
i=1 aixi(tl) = ul, for each 1 ≤ l ≤ m, we have that for each 1 ≤ l ≤ m,

∑k
i=1 aixi(tl) → ul,

as k →∞. So, (2.13) holds. Therefore, by Lemma 2.2 in Arcones (2001c), the large deviation

principle of the finite dimensional distributions hold with the claimed rate.

To get tightness, we apply Lemma 2.5 in Arcones (2001b). By Theorem 3.6 in Arcones

(2001c), {n−1
∑∞

j=1 xj(t)ξ1,j : t ∈ T} satisfies the LDP with speed np and rate funtion

I(z) = inf{
∞∑
i=1

|γi|p :
∞∑
i=1

xi(t)γi = z(t) for each t ∈ T}.

This implies that for each u > 0,

lim supn→∞ b−p
n log(Pr{sup|x(s)−x(t)|∞≤η |

∑∞
j=1(xj(t)− xj(t))ξ1,j| ≥ bnu}

= − inf{
∑∞

i=1 |γi|p :
∑∞

i=1 xi(t)γi = z(t),
∑∞

i=1 xi(s)γi = z(s),

and sup|x(s)−x(t)|∞≤η |z(s)− z(t)| ≥ u}
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Now, given u > ε > 0, if |x(s)− x(t)|∞ ≤ η and u− ε ≤ |z(s)− z(t)|, then

u− ε ≤ |
∑∞

i=1(xi(s)− xi(t))γi| ≤ |x(s)− x(t)|∞(
∑∞

i=1 |γi|p)1/p ≤ η(
∑∞

i=1 |γi|p)1/p.

So,

inf{
∑∞

i=1 |γi|p :
∑∞

i=1 xi(t)γi = z(t),
∑∞

i=1 xi(s)γi = z(s),

and sup|x(s)−x(t)|∞≤η |z(s)− z(t)| ≥ u} ≥ (u/η)p

This implies that for each u > 0,

lim sup
n→∞

b−p
n log (Pr{Y

(η)
1 ≥ bnu}) ≤ −(u/η)p,

where

Y
(η)
1 = sup

|x(s)−x(t)|∞≤η

|
∞∑

j=1

(xj(s)− xj(t))ξ1,j|.

Hence, condition (i) in Lemma 2.5 in Arcones (2001b) holds. To prove condition (ii) in Lemma

2.5 in Arcones (2001b), we need to prove that for each 0 < λ,M < ∞,

lim
η→0

lim sup
n→∞

nb−p
n E[(eλp−1

n Y
(η)
1 − 1)I(Mbn ≥ Y

(η)
1 ≥ b1−p

n )] = 0.

Take τ > M1−pλ and η such that

lim sup
t→∞

t−p log(Pr{Y (η)
1 ≥ t}) < −τ.

By the change of variables 1 + u = ebp−1
n x, for n large enough,

nb−p
n E[(eλbp−1

n Y
(η)
1 − 1)I(Mbn ≥ Y

(η)
1 ≥ b1−p

n )]

= nb−p
n

∫∞
0

Pr{eλbp−1
n Y

(η)
1 − 1 ≥ u, Mbn ≥ Y

(η)
1 ≥ b1−p

n } du

= nb−p
n

∫∞
0

Pr{λY
(η)
1 ≥ x, Mbn ≥ Y

(η)
1 ≥ b1−p

n }exbp−1
n bp−1

n dx

≤ nb−p
n eλ Pr{Y (η)

1 ≥ b1−p
n }+ nb−p

n

∫Mλbn

λb1−p
n

Pr{λY
(η)
1 ≥ x}exb1−p

n bp−1
n dx

≤ nb−p
n eλ−τb

p(1−p)
n + nb−1

n

∫Mλbn

λb1−p
n

e−τλ−pxp+xb1−p
n dx

≤ nb−p
n eλ−τb

p(1−p)
n + nb−1

n

∫Mλbn

λb1−p
n

e−(τλ−p−M1−pλ1−p)xp
dx → 0.

Condition (iii) in in Lemma 2.5 in Arcones (2001b) holds by symmetry. Condition (iv) in

Theorem 2.5 follows from (a.2) and the Hoffmann–Jørgensen inequality. We claim that

sup
t∈T

∞∑
j=1

x2
j(t) < ∞.(2.14)

We have that supt∈T |
∑∞

j=1 xj(t)ξ1,j| = Op(1). By the contraction principle for sums of

Rademacher r.v.’s (see for example Theorem 4.4. in Ledoux and Talagrand, 1991),

sup
t∈T

|
∞∑

j=1

xj(t)ξ1,jI(|ξ1,jxj(t)| ≤ 1)| = Op(1).
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Now the Hoffmann–Jørgensen inequality (see for example Proposition 6.8 in Ledoux and

Talagrand, 1991) implies that

E[sup
t∈T

|
∞∑

j=1

xj(t)ξ1,jI(|xj(t)ξ1,j| ≤ 1)|2] < ∞.

Let a = supt∈T supj≥1 |xj(t)|. Hence,

sup
t∈T

∞∑
j=1

x2
j(t)E[ξ2

1,1I(a|ξ1,1| ≤ 1)] ≤ sup
t∈T

∞∑
j=1

E[x2
j(t)ξ

2
1,1I(|ξ1,jxj(t)| ≤ 1)] < ∞

and (2.14) holds. (2.14) implies condition (v) in Lemma 2.5 in Arcones (2001b).

Assume (b). Since for each τ > 0,

inf{I(z) : sup
t∈T

|z(t)| ≥ τ} = τ p,

(a.1) holds. Theorem 3.1 in Arcones (2001a) implies that for each k > 0, (t, ρk) is totally

bounded, where

dk(s, t) = inf{|u2 − u1| : Is,t(u1, u2) ≤ k}

It is easy to see that

dk(s, t) = inf{
∞∑

j=1

(xj(s)− xj(t))γj :
∞∑

j=1

|γj|p ≤ k} = |x(s)− x(t)|∞k1/p.

So, (a.2) follows. �
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