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Abstract. We give necessary and sufficient conditions for the moderate devia-
tions of empirical processes and of sums of i.i.d. random vectors with values in
a separable Banach space. Our approach is based in a characterization of the
large deviation principle using the large deviations of the finite dimensional
distributions plus an asymptotic exponential equicontinuity condition.
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1. Introduction

We study the moderate deviations for different types of sequences of empirical
processes {Un(t) : t ∈ T}, where T is an index set. We also consider the moderate
deviations of sums of i.i.d. random vectors with values in a separable Banach space.
Our results are stated as functional large deviations with a Gaussian rate function.

General references on (functional) large deviations are Bahadur [4]; Varadhan
[23]; Deuschel and Stroock [9] and Shwartz and Weiss [21]. We consider stochastic
processes as elements of l∞(T ), where T is an index set. l∞(T ) is the Banach
space consisting of the bounded functions defined in T with the norm ‖x‖∞ =
supt∈T |x(t)|. We will use the following definition:

Definition 1.1. Given a sequence of stochastic processes {Un(t) : t ∈ T}, a sequence
of positive numbers {εn}∞n=1 such that εn → 0, and a function I : l∞(T ) → [0,∞],
we say that {Un(t) : t ∈ T} satisfies the LDP (large deviation principle) with
speed ε−1

n and with a good rate function I if:
(i) For each 0 ≤ c < ∞, {z ∈ l∞(T ) : I(z) ≤ c} is a compact set of l∞(T ).
(ii) For each set A ∈ l∞(T ),

−I(Ao) ≤ lim infn→∞ εn log(Pr ∗{{Un(t) : t ∈ T} ∈ A})
≤ lim supn→∞ εn log(Pr ∗{{Un(t) : t ∈ T} ∈ A}) ≤ −I(Ā),

where for B ⊂ l∞(T ), I(B) = inf{I(z) : z ∈ B}.

By Theorem 3.2 in Arcones [1], this definition is equivalent to the large de-
viations of the finite dimension distributions plus an asymptotic equicontinuity
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condition. This will allow us to obtain necessary and sufficient conditions for the
moderate deviations of the considered stochastic processes.

We consider stochastic proceses {Un(t) : t ∈ T} satisfying the large devia-
tion principle with a Gaussian rate function. This rate function is related with
a covariance function on T . By a covariance function R on T , we mean a func-
tion R : T × T → R such that for each s, t ∈ T R(s, t) = R(t, s), and for each
λ1, . . . , λm ∈ R and each t1, . . . , tm ∈ T ,

∑m
j,k=1 λjλkR(tj , tk) ≥ 0. By Theorem

II.3.1 in Doob [10], a function R : T × T → R is a covariance function if and only
if there exists a (Gaussian) process {Z(t) : t ∈ T} with mean zero and covariance
given by E[Z(s)Z(t)] = R(s, t), for each s, t ∈ T . In the considered situations, the
rate function of the LDP of {(Un(t1), . . . , Un(tm))} is

(1.1) It1,...,tm(u1, . . . , um) = sup
λ1,...,λm

 m∑
j=1

λjuj − 2−1
∞∑

j,k=1

λjλkR(tj , tk)

 ,

where u1, . . . , um ∈ R. This is the rate function of the LDP of the finite di-
mensional distributions of a Gaussian process. If {Z(t) : t ∈ T} is a Gauss-
ian process with mean zero and covariance function R, then for each t1, . . . , tm,
(n−1/2Z(t1), . . . , n−1/2Z(tm)) satisfies the LDP with speed n and the rate function
in (1.1).

For sums of i.i.d.r.v.’s, the moderate deviations can be defined as follows.
Let {Xj}∞j=1 be a sequence of nondegerate i.i.d.r.v.’s such that for some λ > 0,
E[eλ|X1|] < ∞. Let {an}∞n=1 be a sequence of real numbers such that an →∞ and
a−1

n n1/2 →∞, it follows from the results in Petrov [19] that for each t ≥ 0,

lim
n→∞

a−2
n log(Pr{|

n∑
j=1

(Xj − E[Xj ])| ≥ tn1/2an}) = −t2/(2Var(X1)).

Cramér [8] obtained the previous result assuming the extra condition that
a−1

n n1/2 log n →∞. We obtain necessary and sufficient conditions for the moderate
deviations of sums of i.i.d.r.v.’s which apply to r.v.’s which may not have finite
second moment. In particular, we obtain that {n−1/2a−1

n

∑n
j=1 Xj} satisfies the

LDP with speed a2
n and a Gaussian rate if and only if E[X] = 0, E[X2] < ∞ and

lim
n→∞

a−2
n log(n Pr{|X| ≥ n1/2an}) = −∞.

We also give necessary and sufficient conditions for the moderate deviations with
a Gaussian rate of empirical processes and for sums of i.i.d.r.v.’s with values in a
separable Banach space. The partial sums processes obtained from the processes
above satisfy the LDP under the same conditions as the regular sums do. Moderate
deviations for empirical processes have been studied by Borovkov and Mogul’skĭı[5,
6], Ledoux [15] and Wu [24, 25], among other authors. In other situations, moderate
deviations may have not a Gaussian rate.

We will use the usual multivariate notation. For example, given
u = (u1, . . . , ud)′ ∈ Rd and v = (v1, . . . , vd)′ ∈ Rd, u′v =

∑d
j=1 ujvj and |u| =
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(
∑n

j=1 u2
j )

1/2. Whenever, we consider a sequence of i.i.d.r.v.’s {Xj}, X will denote
a copy of X1. c will denote an arbitrary constant which may vary from occurrence
to occurrence.

2. Moderate deviations of empirical processes

The basis of our work is the following theorem:

Theorem 2.1. (Theorem 3.2 in Arcones [1]) Let {Un(t) : t ∈ T} be a sequence of
stochastic processes, let {εn} be a sequence of positive numbers that converges to
zero. Let I : l∞(T ) → [0,∞] and let It1,...,tm : Rm → [0,∞] be a function, where
t1, . . . , tm ∈ T . Let d be a pseudometric in T . Consider the conditions:

(a.1) (T, d) is totally bounded.
(a.2) For each t1, . . . , tm ∈ T , (Un(t1), . . . , Un(tm)) satisfies the LDP with

speed εn and good rate function It1,...,tm
.

(a.3) For each τ > 0,

lim
η→0

lim sup
n→∞

εn log

(
Pr ∗

{
sup

d(s,t)≤η

|Un(t)− Un(s)| ≥ τ

})
= −∞.

(b) {Un(t) : t ∈ T} satisfies the LDP in l∞(T ) with speed ε−1
n and with good

rate function I.
If the set of conditions (a) is satisfied for some pseudometric d, then (b) holds

with
I(z) = sup{It1,...,tm(z(t1), . . . , z(tm)) : t1, . . . , tm ∈ T,m ≥ 1}.

If (b) is satisfied, then the set of conditions (a) holds with

It1,...,tm(u1, . . . , um) = inf{I(z) : z ∈ l∞(T ), (z(t1), . . . , z(tm)) = (u1, . . . , um)}

and the pseudometric ρ(s, t) =
∑∞

k=1 k−2 min(ρk(s, t), 1), where ρk(s, t) = sup{|u2−
u1| : Is,t(u1, u2) ≤ k}.

First, we see how to express the rate function I, when the rate function for
the finite dimensional distributions is given by (1.1).

Theorem 2.2. Let T be a parameter set and let R be covariance function on T .
Let {f(·, t) : t ∈ T} be a class of measurable functions on the same measure space
(Ω,F , µ) such that for each t ∈ T ,

∫
f(x, t) dµ(x) = 0 and

∫
(f(x, t))2 dµ(x) < ∞,

and for each s, t ∈ T ,
∫

f(x, s)f(x, t) dµ(x) = R(s, t). Then,
(i) For each t1, . . . , tm ∈ T , and each u1, . . . , um ∈ R,

sup{
∑m

j=1 λjuj − 2−1
∑∞

j,k=1 λjλkR(tj , tk) : λ1, . . . , λm}
= inf{2−1

∫
γ2(x) dµ(x) :

γ ∈ L2,
∫

γ(x)f(x, tj) dµ(x) = z(tj) for each 1 ≤ j ≤ m}.
Besides, if the infimum above is finite, there exists a function γ attaining the
infimum.



4 Miguel A. Arcones

(ii) If {f(·, t) : t ∈ T} is a separable subset of L2, then for each z ∈ l∞(T ),

sup{It1,...,tm(z(t1), . . . , z(tm)) : t1, . . . , tm ∈ T,m ≥ 1}
= inf{2−1

∫
γ2(x) dµ(x) : γ ∈ L2,

∫
γ(x)f(x, t) dµ(x) = z(t) for each t ∈ T},

where

It1,...,tm(u1, . . . , um) = inf{2−1
∫

γ2(x) dµ(x) :
γ ∈ L2,

∫
γ(x)f(x, tj) dµ(x) = z(tj) for each 1 ≤ j ≤ m}.

As before, if the infimum above is finite, there exists a function γ attaining the
infimum.

Proof. Part (i) follows from Lemma 4.1 in Arcones [2] with Φ(x) = Ψ(x) = 2−1x2,
x ∈ R. Since a bounded set of L2 is weakly compact, the infimum in part (i) is
attained.

Let

I(1)(z) := sup{It1,...,tm
(z(t1), . . . , z(tm)) : t1, . . . , tm ∈ T,m ≥ 1}

and let

I(2)(z) := inf{2−1

∫
γ2(x) dµ(x) :

∫
γ(x)f(x, t) dµ(x) = z(t) for each t ∈ T}.

It is obvious that for each z ∈ l∞(T ), I(2)(z) ≥ I(1)(z). Next, we show that
I(1)(z) ≥ I(2)(z). We may assume that I(2)(z) < ∞. Take a sequence {tn} in T
such that

I(1)(z) = lim
n→∞

It1,...,tn
(z(t1), . . . , z(tn)).

Given r1, . . . , rm, s1, . . . , sk ∈ T , we have that

Ir1,...,rm
(z(r1), . . . , z(rm)) ≤ Ir1,...,rm,s1,...,sk

(z(r1), . . . , z(rm), z(s1), . . . , z(sk)).

Hence, we may assume that {f(·, tn) : n ≥ 1} is dense in L2. Let γn ∈ L2 be such
that

2−1

∫
γ2

n(x) dµ(x) = It1,...,tn(z(t1), . . . , z(tn)).

Then, there exists a subsequence γnk
and γ ∈ L2 such that γnk

converges weakly
to γ. This implies that for each m ≥ 1,

z(tm) = lim
k→∞

∫
γnk

(x)f(x, tm) dµ(x) =
∫

γ(x)f(x, tm) dµ(x).

Since I(2)(z) < ∞, z : (T, ‖ · ‖2) → R is continuous. From this and the fact that
{f(·, tm) : m ≥ 1} is dense in L2, we get that z(t) =

∫
γ(x)f(x, t) dµ(x), for each

t ∈ T .

Given a covariance function R, there exists a Gaussian process {Z(t) : t ∈ T}
with mean zero and covariance R. Let L be the closed vector space of L2 generated
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by {Z(t) : t ∈ T}. If {Un(t) : t ∈ T} satisfies the LDP with speed ε−1
n and for

each t1, . . . , tm ∈ T , the rate function of the LDP of {(Un(t1), . . . , Un(tm))} is

(2.1) It1,...,tm(u1, . . . , um) = sup
λ1,...,λm

 m∑
j=1

λjuj − 2−1
m∑

j,k=1

λjλkR(tj , tk)

 ,

then, by theorems 2.1 and 2.2, the rate function of the LDP of {Un(t) : t ∈ T} is

(2.2) I(z) = inf{2−1E[γ2] : γ ∈ L, E[γZ(t)] = z(t) for each t ∈ T}.
It follows that if supt∈T R(t, t) > 0, then for each λ ≥ 0,

inf{I(z) : sup
t∈T

|z(t)| ≥ λ} =
λ2

2 supt∈T R(t, t)
.

If supt∈T R(t, t) = 0, then

I(z) =

{
0 if supt∈T |z(t)| = 0
∞ if supt∈T |z(t)| > 0.

So, if supt∈T R(t, t) > 0, then for each λ ≥ 0,

lim
n→∞

εn log
(

Pr{sup
t∈T

|Un(t)| ≥ λ}
)

= − λ2

2 supt∈T R(t, t)
.

If supt∈T R(t, t) = 0, then for each λ > 0,

lim
n→∞

εn log
(

Pr{sup
t∈T

|Un(t)| ≥ λ}
)

= −∞.

We also have that
ρk(s, t) := sup{|u2 − u1| : Is,t(u1, u2) ≤ k}
= sup{|E[γ(Z(s)− Z(t))]| : γ ∈ L, 2−1E[γ2] ≤ k} = (2k)1/2‖Z(s)− Z(t)‖2.

So, the LDP implies that {Z(t) : t ∈ T} is a totally bounded set of L2.
The rates above appear in the large deviations of Gaussian processes. If

{Z(t) : t ∈ T} is a Gaussian process with mean zero and covariance R, then the fi-
nite dimensional distributions of {n−1/2Z(t) : t ∈ T} satisfy the LDP with speed n
and the rate function in (2.1). If supt∈T |Z(t)| < ∞ a.s., then {n−1/2Z(t) : t ∈ T}
satisfy the LDP with speed n and with the rate in (2.2).

To get the LDP for the finite dimensional distributions, we will apply the
following lemma.

Lemma 2.3. Let {Xn,j : 1 ≤ j ≤ n} be a triangular array of independent r.v.’s with
values in Rd and mean zero. Let {an}∞n=1 be a sequence of real numbers converging
to infinity. Suppose that:

(i) The following limit exists and it is finite: limn→∞
∑n

j=1 E[Xn,jX
′
n,j ] =: Σ.

(ii) There exists a constant τ such that for each 1 ≤ j ≤ n, |Xn,j | ≤ τa−1
n

a.s.
(iii) For each δ > 0, a−2

n

∑n
j=1 Pr{|Xn,j | ≥ δa−1

n } → 0.
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Then, a−1
n

∑n
j=1 Xn,j satisfies the LDP with speed a2

n and rate function I(u) =
supλ(λ′u− 2−1λΣλ′).

Proof. By Theorem II.2 in Ellis [12], it suffices to prove that for each λ ∈ Rd,

lim
n→∞

a−2
n log(E[exp(an

n∑
j=1

λ′Xn,j)]) = 2−1λ′Σλ.

First, we prove that by a Taylor expansion, we have that

(2.3) a−2
n

n∑
j=1

E[exp(anλ′Xn,j)− 1] → 2−1λ′Σλ.

Since an|Xn,j |, 1 ≤ j ≤ n, are uniformly bounded, we need to prove that

a−2
n

n∑
j=1

E[|anλ′Xn,j |3] → 0.

We have that for any δ > 0,

a−2
n

n∑
j=1

E[|anλ′Xn,j |3]

= a−2
n

n∑
j=1

E[|anλ′Xn,j |3Ian|Xn,j |≤δ] + a−2
n

n∑
j=1

E[|anλ′Xn,j |3Ian|Xn,j |>δ]

≤ δ|λ|
n∑

j=1

E[λ′Xn,jX
′
n,jλ] + |λ|3τ3a−2

n

n∑
j=1

Pr{|Xn,j | ≥ δa−1
n }.

Hence, lim supn→∞ a−2
n

∑n
j=1 E[|anλ′Xn,j |3] ≤ δ|λ|λ′Σλ. Since δ is arbitrary, (2.3)

follows.
Again, using that an|Xn,j |, 1 ≤ j ≤ n, are uniformly bounded, we have that

a−2
n

∑n
j=1 | log(E[exp(anλ′Xn,j)])− E[exp(anλ′Xn,j)− 1]|

≤ ca−2
n

∑n
j=1 |E[exp(anλ′Xn,j)− 1]|2

= ca−2
n

∑n
j=1 |E[exp(anλ′Xn,j)− 1− anλ′Xn,j ]|2

≤ ca−2
n

∑n
j=1(E[|anλ′Xn,j |2])2

≤ ca−2
n

∑n
j=1 E[|anλ′Xn,j |4] → 0.

Next, we consider the moderate deviations of sums of real valued i.i.d.r.v.’s.
We present a general theorem which applies to r.v.’s which may not have finite
second moment.

Theorem 2.4. Let {Xj}∞j=1 be a sequence of i.i.d.r.v.’s. Let {an}∞n=1 and let {cn}∞n=1

be two sequences of real numbers such that an ↗ ∞ and a−1
n c−1

n n ↗ ∞ and
{n−1c2

n} is nondecreasing. Then, the following sets of conditions ((a), (b), (c))
are equivalent:
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(a.1) limn→∞ a−2
n log(n Pr{|X| ≥ cnan}) = −∞.

(a.2) a−1
n c−1

n nE[XI(|X| ≤ ancn)] → 0.
(a.3) c−2

n nVar(XI(|X| ≤ a−1
n cn)) converges to a finite limit σ2.

(b) {c−1
n a−1

n

∑n
j=1 Xj} satisfies the LDP with speed a2

n and a rate function I

such that lim|λ|→∞ λ−1I(λ) = ∞ and for each δ > 0, inf{I(z) : |z| ≥ δ} > 0.

(c) {c−1
n a−1

n

∑[nu]
j=1 Xj : 0 ≤ u ≤ 1} satisfies the LDP in l∞([0, 1]) with speed

a2
n and a rate function I such that limλ→∞ λ−1 inf{I(z) : sup0≤u≤1 |z(u)| ≥ λ} =
∞ and for each δ > 0, inf{I(z) : sup0≤u≤1 |z(u)| ≥ δ} > 0.

Moreover, the rate function in (b) is given by

(2.4) I(z) =
z2

2σ2
, if σ2 > 0.

and

(2.5) I(z) =

{
0 if z = 0
∞ if z 6= 0

if σ2 = 0.
The rate function in (c) is given by

(2.6)

I(z) =

{
2−1σ−2

∫ 1

0
(z′(u))2 du if z(0) = 0 and z is absolutely continuous

∞ else

if σ2 > 0, and

(2.7) I(t) =

{
0 if sup0≤u≤1 |z(u)| = 0
∞ if sup0≤u≤1 |z(u)| > 0

if σ2 = 0.

Proof. First, we prove that (a) implies (b). Observe that if n−1/2cn → M < ∞,
then E[X2] < ∞ and E[X] = 0. If n−1/2cn → ∞, then E[X2] = ∞. For each
δ > 0,

a−2
n log(Pr{|c−1

n a−1
n

n∑
j=1

XjI|Xj |≥ancn
| ≥ δ}) ≤ a−2

n log(n Pr{|X| ≥ ancn}) → −∞.

Next, we prove that for each δ > 0,

(2.8) a−2
n log Pr{|c−1

n a−1
n

n∑
j=1

XjIa−1
n cn≤|Xj |<ancn

| ≥ δ} → −∞.

We have that for each λ > 0,

a−2
n log Pr{|c−1

n a−1
n

∑n
j=1 XjIa−1

n cn≤|Xj |<ancn
| ≥ δ}

≤ −λδ + na−2
n log E[exp(λc−1

n an|X|Ia−1
n cn≤|Xj |<ancn

)].
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Hence, if we show that for each 0 < λ < ∞,

(2.9) na−2
n E[exp(λc−1

n an|X|)Ia−1
n cn≤|Xj |<ancn

− 1] → 0,

then (2.8) follows by letting λ →∞. Given 1 < M < ∞,

na−2
n E[exp(λc−1

n an|X|)Ia−1
n cn≤|X|<ancn

− 1]
= na−2

n

∫∞
0

Pr{exp(λc−1
n an|X|)Ia−1

n cn≤|X|<ancn
− 1 ≥ t} dt

≤ (eM − 1)na−2
n Pr{|X| ≥ a−1

n cn}
+na−2

n

∫∞
eM−1

Pr{exp(λc−1
n an|X|) ≥ t + 1, ancn ≥ |X|} dt =: I + II.

By the change of variables t + 1 = eu, we have that

II ≤ a−2
n n

∫ λa2
n

M

Pr{|X| ≥ uλ−1cna−1
n }eu du.

Take m = m(n, u) such that amcm ≤ uλ−1cna−1
n < am+1cm+1. Observe m(n, 1) →

∞ as n →∞. So, given c > 1 + 2λ, for m large

m Pr{|X| ≥ amcm} ≤ −e−ca2
m .

Hence, for u ≥ 1, and n large enough,

na−2
n Pr{|X| ≥ uλ−1cna−1

n }eu

≤ nu−2λ2c−2
n a2

m+1c
2
m+1 Pr{|X| ≥ cmam}eu

≤ nλ2c−2
n a2

m+1c
2
m+1m

−1e−ca2
m+u.

We also have that for m ≥ 3, a2
m+1c

2
m+1 ≤ a2

mc2
m(m + 1)2m−2 ≤ 2a2

mc2
m. Since

u < λa2
n, amcm ≤ uλ−1cna−1

n < ancn, for n large, m ≤ n. So, c−2
n c2

mnm−1 ≤ 1,

nc−2
n a2

m+1c
2
m+1m

−1 ≤ 2nc−2
n a2

mc2
mm−1 ≤ 2a2

m

and
u ≤ λc−1

n anam+1cm+1 ≤ 2λc−1
n anamcm ≤ 2λa2

m.

From these estimations, for n large enough,

na−2
n Pr{|X| ≥ λ−1ua−1

n cn}eu ≤ 2λ2a2
me−ca2

m+u(2.10)

≤ 2λ2e−(c−1)a2
m+u ≤ 2λ2e−((c−1)2−1λ−1−1)u.

Hence,

lim sup
n→∞

na−2
n

∫ λa2
n

M

Pr{|X| ≥ λ−1cna−1
n u}eu du

≤ 2λ2((c− 1)2−1λ−1 − 1)−1e−((c−1)2−1λ−1−1)M .

Since M can be made arbitrarily large, II → 0. By the previous estimations with
u = λ, we get that I ≤ (eM − 1)2λ2e−(c−1)a2

m+λ → 0. Hence, (2.9) follows.
It follows from (2.9) that

na−1
n c−1

n E[|X|Ia−1
n cn≤|Xj |<ancn

] → 0

By the previous estimations, it suffices to show that
{c−1

n a−1
n

∑n
j=1(XjI|Xj |<a−1

n cn
− E[XjI|Xj |<a−1

n cn
])} satisfies the LDP with speed



Moderate deviations of empirical processes 9

a2
n and rate function I(t) = supu∈R(ut− 2−1u2σ2). This follows from Lemma 2.3.

Therefore, we got that (a) implies (b).
Next, we prove that (b) implies (a). Let J(t) = inf{I(u) : |u| ≥ t}. Then, for

each t > 0,

lim sup
n→∞

a−2
n log(Pr{a−1

n c−1
n |

n∑
j=1

Xj | ≥ t}) ≤ −J(t).

By Lemma 2.1 in Arcones [3], for each t > 0,

lim sup
n→∞

a−2
n log(n Pr{|X| ≥ 3ancnt}) ≤ −J(t).

Given t > 1, m = m(n, t) such that amcm ≤ 3−1t−1cnan < am+1cm+1. Observe
that for each t > 0, m(n, t) →∞ as n →∞. Since t > 1, m ≤ n. For n large,

ancn ≤ 3tam+1cm+1 ≤ 6tamcm ≤ 6tancm ≤ 6tn−1/2m1/2ancn.

So, m−1n ≤ 36t2. We also have that

a2
n ≤ 36t2c−2

n a2
mc2

m ≤ 36t2n−1a2
mm ≤ 36t2a−1

n c−1
n a3

mcm ≤ 12ta2
m.

From these estimations, for n large enough,

n Pr{|X| ≥ ancn} ≤ n Pr{|X| ≥ 3tamcm}(2.11)

≤ m−1ne−2−1J(t)a2
m ≤ 36t2e−2−5t−1J(t)a2

n .

Since, limt→∞ t−1J(t) = ∞, (a.1) follows.
Since for each δ > 0, inf{I(t) : |t| ≥ δ} > 0, c−1

n a−1
n

∑n
j=1 Xj

Pr→ 0. By the
necessary and sufficient conditions for the weak law of the large numbers (see for
example Corollary 10.1.3 in Chow and Teicher [7]), (a.2) follows.

Since (a.1) and (a.2) hold, by the proof (a) implies (b), we have that the sum
of the r.v.’s for |Xj | ≥ a−1

n cn is asymptotically exponentially negligible. So, we
have that for each t > 0,

lim sup
n→∞

a−2
n log(Pr{|c−1

n a−1
n

n∑
j=1

(XjI|Xj |<a−1
n cn

−E[XjI|Xj |<a−1
n cn

])| ≥ t}) ≤ −z(t).

Let {X ′
n} be an independent copy of {Xn}. Then, for each t > 0,

lim sup
n→∞

a−2
n log(Pr{|c−1

n a−1
n

n∑
j=1

(XjI|Xj |<a−1
n cn

−X ′
jI|X′

j |<a−1
n cn

)| ≥ 2t}) ≤ −z(t).

By Proposition 6.14 in Ledoux and Talagrand [16],

E[exp(λc−1
n an|

n∑
j=1

(XjI|Xj |<a−1
n cn

−X ′
jI|X′

j |<a−1
n cn

)|)](2.12)

≤ e2λa2
nt + 2e2λa2

n(t+a−2
n )−2z(t)a2

n ×

E[exp(λc−1
n an|

n∑
j=1

(XjI|Xj |<a−1
n cn

−X ′
jI|X′

j |<a−1
n cn

)|)].
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Hence, for 0 < λ < 2−1t−1z(t), and n large enough.

E[exp(λc−1
n an|

n∑
j=1

(XjI|Xj |<a−1
n cn

−X ′
jI|X′

j |<a−1
n cn

)|)] ≤ 2e2λa2
nt.

Now, Lemma 10.2.1 in Chow and Teicher [7] implies that for 0 < λ < 2−1,

exp(λ2a2
ns2

ng(−2λ)(1− 2λ2))
≤ E[exp(λc−1

n an

∑n
j=1(XjI|Xj |<a−1

n cn
−X ′

jI|X′
j |<a−1

n cn
))],

where g(x) = x−2(ex − 1− x) and s2
n = c−2

n nVar(XI|X|<a−1
n cn

). Hence,
lim supn→∞ s2

n < ∞. If limn→∞ s2
n does not exist, we have sequences such that

(a.1)–(a.3) are satisfied with different σ2. But, this implies that there are different
rates functions for the LDP of the whole sequence, in contradiction. Therefore,
(a.3) holds. Hence, (b) implies (a).

The contraction principle implies that (c) implies (b).
Finally, we prove that (b) implies (c). We use Theorem 2.1. Let

Un(u) = c−1
n a−1

n

[nu]∑
j=1

(XjI|Xj |<a−1
n cn

− E[XjI|Xj |<a−1
n cn

]), 0 ≤ u ≤ 1.

We need to prove that {Un(u) : 0 ≤ u ≤ 1} satisfies the LDP in l∞([0, 1]) with
speed a2

n. The convergence of the finite dimensional distributions follows from
Lemma 2.3. The corresponding covariance function is

(2.13) R(u1, u2) = lim
n→∞

Cov(Un(u1), Un(u2)) = min(u1, u2)σ2.

To prove (a.3) in Theorem 2.1, it suffices to prove that for each τ,M > 0, there
exists a function π : [0, 1] → [0, 1] with finite range such that

(2.14) lim sup
n→∞

a−2
n log

(
Pr{ sup

0≤u≤1
|Un(u)− Un(π(u))| ≥ τ}

)
≤ −M.

Let

U ′
n(u) = c−1

n a−1
n

[nu]∑
j=1

(X ′
jI|X′

j |<a−1
n cn

− E[X ′
jI|X′

j |<a−1
n cn

]), 0 ≤ u ≤ 1.

Given a positive integer m, let π : [0, 1] → [0, 1] given by π(u) = [mu]
m . By sym-

metrization (see Lemma 1.2.1 in Giné and Zinn [13]) and the Lévy ’s inequality,
we have that

Pr{sup0≤u≤1 |Un(u)− Un(π(u))| ≥ τ}
= Pr{max1≤j≤m max(j−1)/m<u<j/m |Un(u)− Un((j − 1)/m)| ≥ τ}
≤ m Pr{max0<u<1/m |Un(u)| ≥ τ}
≤ 2m Pr{max0<u<1/m |Un(u)− U ′

n(u)| ≥ 2−1τ}
≤ 4m Pr{|Un(1/m)− U ′

n(1/m)| ≥ 2−1τ}
≤ 8m Pr{|Un(1/m)| ≥ 2−2τ}
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By the Prokhorov’s inequality (Prokhorov [20]),

lim sup
n→∞

a−2
n log(Pr{|Un(1/m)| ≥ 2−2τ} ≤ −2−3τarcsinh(2−2σ−2mτ).

Hence, (2.13) follows.
The rate function in (b) is I(z) = supt∈R(zt − t2σ2/2), which is given by

(2.3) and (2.4).
The rate function in (c) is determined by the covariance function in (2.13).

The class of functions {σI(x ≤ t) : 0 ≤ t ≤ 1} in the probability space ([0, 1],B, dx)
has this covariance function. So, the rate function is

I(z) = inf{2−1

∫ 1

0

γ2(x) dx : z(t) = σ

∫ 1

0

γ(x)I(x ≤ t) dx for each 0 ≤ t ≤ 1}.

This rate function is given by (2.5) and (2.6).

To obtain (a) implies in (b) in the previous theorem it suffices that an →∞,
a−1

n c−1
n n →∞ and infn≥1 n−1c2

n > 0.
Next, we will present two examples, where Theorem 2.4 applies to r.v.’s with

infinite second moment.
Let {Xj}∞j=1 be a sequence of symmetric i.i.d.r.v.’s with Pr{|X| ≥ t} = t−2,

for each t ≥ 1. Let {an}∞n=1 be a sequence of real numbers such that an →∞ and
a−2

n log log n → ∞. By Theorem 2.4, {n−1/2(log n)−1/2a−1
n

∑n
j=1 Xj} satisfies the

LDP with speed a2
n and rate function I(t) = 2−1t2. Observe that

{n−1/2(log n)−1/2
∑n

j=1 Xj} converges in distribution to a normal r.v. with mean
zero and variance 1.

Given 2 > p > 1, let {Xj}∞j=1 be a sequence of symmetric i.i.d.r.v.’s with
Pr{|X| ≥ t} = t−p, for each t ≥ 1. Let {an}∞n=1 and {cn}∞n=1 be two sequences
of real numbers such that an →∞ and a−1

n c−1
n n → ∞ and a−2

n log(n−1cp
n) →∞.

Then, Theorem 2.4 gives that {c−1
n a−1

n

∑n
j=1 Xj} satisfies the LDP with speed a2

n

and the rate function I in (2.4). It is well known that n−1/p
∑n

j=1 Xj converges in
distribution to a symmetric stable r.v. of order p.

To get (b) implies (a), we need that the rate function I(t) satisfies
lim|t|→∞ t−1I(t) = ∞. There are examples of sequence of i.i.d.r.v.’s {Xn} such
that {a−1

n n−1/2
∑n

j=1 Xj} satisfies the LDP with speed a2
n and a rate function

I(t) = a|t|p, for some a > 0 and some 0 < p < 1 (see for example, Nagaev
[17, 18]).

When cn = n1/2, the conditions in the previous theorem simplify.

Theorem 2.5. Let {Xj}∞j=1 be a sequence of i.i.d.r.v.’s. Let {an}∞n=1 be a sequence
of real numbers such that an ↗ ∞ and n−1/2an ↘ 0. Then, the following condi-
tions are equivalent:

(a) E[X] = 0, E[X2] < ∞ and

(2.15) lim
n→∞

a−2
n log(n Pr{|X| ≥ n1/2an}) = −∞.
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(b) {a−1
n n−1/2

∑n
j=1 Xj} satisfies the LDP with speed a2

n and a rate I such
that lim|λ|→∞ λ−1I(λ) = ∞.

(c) {a−1
n n−1/2

∑[nu]
j=1 Xj : 0 ≤ u ≤ 1} satisfies the LDP in l∞([0, 1]) with

speed a2
n and a rate function I such that

lim
λ→∞

λ−1 inf{I(z) : |z(1)| ≥ λ} = ∞.

Moreover, the rate functions in (b) and (c) are given by (2.3)–(2.5).

Proof. Assume (a). Condition (a) implies condition (a) in Theorem 2.4. So, (b)
and (c) follow. (c) implies (b) trivially.

Assume (b). The proof is similar to that of Theorem 2.4. The difference
is that we do not assume that the rate function satisfies that for each δ > 0,
inf{I(z) : |z| ≥ δ} > 0. The argument in the proof of Theorem 2.4 implies that

lim
n→∞

a−2
n log(n Pr{|X| ≥ n1/2an}) = −∞.

So, limt→∞ t2 Pr(|X| ≥ t) = 0. In particular, for each 0 < p < 2, E[|X|p] < ∞ and
limt→∞ t2−pE[|X|pI(|X| ≥ t)] = 0.

Since for M large enough, inf{I(z) : |z| ≥ M} > 0, a−1
n n−1/2

∑n
j=1 Xj is

bounded in probability. This implies that n−1
∑n

j=1 Xj
Pr→ 0. Since E[|X|] < ∞,

we have that E[X] = 0. Hence,

lim
n→∞

n1/2a−1
n E[XI(|X| ≤ ann1/2] = lim

n→∞
n1/2a−1

n E[XI(|X| > ann1/2)] = 0.

we got that conditions (a.1) and (a.2) in Theorem 2.4 hold. Proceeding as in the
proof of Theorem 2.4, we get that E[X2] < ∞.

To obtain (a) implies in (b) in the previous theorem it suffices that an →∞
and n−1/2an → 0.

By the results in Cramér [8] and Petrov [19], if for some λ > 0, E[eλ|X|] <
∞, then (b) in Corollary 2.4 holds. But, Corollary 2.4 applies to r.v.’s whose
moment generating function is not defined in a neighborhood of zero. It follows
from Corollary 2.4 that if X is symmetric and for some 0 < p < 1,

lim
t→∞

t−p log(Pr{|X| ≥ t}) = −1,

and {an} a sequence of positive numbers such that n−p/2a2−p
n →∞ and n−1/2an →

0, then {a−1
n n−1/2

∑n
j=1 Xj} satisfies the LDP with speed a2

n and with rate func-

tion I(t) = t2

2E[X2] . It is easy to see that if for some λ > 0, E[eλ|X|] < ∞, then
(2.14) holds.

We will obtain the LDP for empirical processes, using a general lemma deal-
ing with triangular array of empirical processes. Let (Ωn,An, Qn), n ≥ 1, be
a sequence of probability spaces and let (Sn,j ,Sn,j), 1 ≤ j ≤ kn, n ≥ 1, be
measurable spaces. For each n ≥ 1, let {Xn,j : 1 ≤ j ≤ kn} be independent
r.v.’s defined on (Ωn,An, Qn) and with values in (Sn,j ,Sn,j), 1 ≤ j ≤ kn. Let
fn,j(·, t) : (Sn,j ,Sn,j) → R be a measurable function for each 1 ≤ j ≤ kn,
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each n ≥ 1 and each t ∈ T . Let Un(t) :=
∑kn

j=1 fn,j(Xn,j , t). To avoid mea-

surability problems, we will assume that Ωn :=
∏kn

j=1 Sn,j , An :=
∏kn

j=1 Sn,j ,

Qn :=
∏kn

j=1 Qn,j and that for each 1 ≤ j ≤ kn, {fn,j(x, t) : t ∈ T} is an image
admissible Suslin class of functions (see page 80 in Dudley [11]). By an abuse of
notation, we denote by Pr to Qn.

Lemma 2.6. Let d be a pseudometric in T . Assume that:
(i) (T, d) is totally bounded.
(ii) For each 0 < M < ∞,

lim
n→∞

εn log(
kn∑

j=1

Pr{Fn,j(Xn,j) > M}) = −∞,

where Fn,j(x) = supt∈T |fn,j(x, t)|.
(iii) For each 0 < a, M, λ < ∞,

lim
n→∞

εn log

E[exp(ε−1
n λ

kn∑
j=1

Fn,j(Xn,j)IM≥Fn,j(Xn,j)>aεn
)]

 = 0.

(iv) For some a > 0,

E[sup
t∈T

|
kn∑

j=1

(fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn
− E[fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn

])|] → 0.

(v) For some a > 0,

lim
η→0

lim sup
n→∞

sup
d(s,t)≤η

ε−1
n

kn∑
j=1

Var((fn,j(Xn,j , s)− fn,j(Xn,j , t))IFn,j(Xn,j)≤aεn
) = 0.

(vi) For a fixed 0 < a < ∞, for each s, t ∈ T ,

lim
n→∞

ε−1
n

kn∑
j=1

Cov(fn,j(Xn,j , s)IFn,j(Xn,j)≤aεn
, fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn

)

exists.
Then, for each a > 0,

{
kn∑

j=1

(fn,j(Xn,j , t)− E[fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn
]) : t ∈ T}

satisfies the LDP with speed εn and the rate function in (2.2) with respect to the
covariance function

R(s, t) := limn→∞ ε−1
n

∑kn

j=1 Cov(fn,j(Xn,j , s)IFn,j(Xn,j)≤aεn
,

fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn
), s, t ∈ T.
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Proof. First, we prove that condition (iii) implies that if (iv)–(vi) hold for some
a > 0, then they hold for each a > 0. Note that condition (iii) implies that for
each 0 < a,M, λ < ∞,

lim
n→∞

εnE[exp(ε−1
n λ

kn∑
j=1

Fn,j(Xn,j)IM≥Fn,j(Xn,j)>aεn
)− 1] = 0.

This implies that for each 0 < a,M < ∞,

(2.16) lim
n→∞

E[
kn∑

j=1

Fn,j(Xn,j)IM≥Fn,j(Xn,j)>aεn
)] = 0

and

lim
n→∞

E[
kn∑

j=1

F 2
n,j(Xn,j)IM≥Fn,j(Xn,j)>aεn

)] = 0.

Hence, we may assume that (iv)–(vi) hold for each a > 0.
Fixed a > 0, we use Theorem 2.1 to prove that {Un(t) : t ∈ T} satisfies the

LDP, where

Un(t) :=
kn∑

j=1

(fn,j(Xn,j , t)− E[fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn
]).

Condition (i) implies (a.1) in Theorem 2.1.
Let

Vn(t) :=
kn∑

j=1

fn,j(Xn,j , t)IFn,j(Xn,j)>aεn
.

First, we prove that {Vn(t) : t ∈ T} is uniformly exponentially asymptotically
negligible, i.e. for each τ > 0,

(2.17) lim
n→∞

εn log
(

Pr{sup
t∈T

|Vn(t)| ≥ τ}
)

= −∞.

By (ii) and (iii), we may take λ, M > 0 such that λτ ≥ 4c,

lim sup
n→∞

εn log(
kn∑

j=1

Pr{Fn,j(Xn,j) > M}) < −c

and

lim sup
n→∞

εn log E[exp(ε−1
n λ

kn∑
j=1

Fn,j(Xn,j)IM≥Fn,j(Xn,j)>aεn
)] < 4−1λτ.

Then, for n large enough,

εn log(Pr{supt∈T |
∑kn

j=1 fn,j(Xn,j , t)IFn,j(Xn,j)>M | ≥ 2−1τ})
≤ εn log(

∑kn

j=1 Pr{Fn,j(Xn,j) > M}) ≤ −c,
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and

Pr{supt∈T |
∑kn

j=1 fn,j(Xn,j , t)IM>Fn,j(Xn,j)≥aεn
| ≥ 2−1τ}

≤ Pr{
∑kn

j=1 Fn,j(Xn,j)IM>Fn,j(Xn,j)≥aεn
≥ 2−1τ}

≤ e−2−1ε−1
n λτE[exp(ε−1

n λ
∑kn

j=1 Fn,j(Xn,j)IM>Fn,j(Xn,j)≥aεn
)] ≤ e−cε−1

n .

Hence,

lim sup
n→∞

εn log
(

Pr{sup
t∈T

|Vn(t)| ≥ τ}
)
≤ −c

and (2.17) follows.
By (2.17), to get the LDP for the finite dimensional distributions, we need to

prove that for each t1, . . . , tm ∈ T , (Wn(t1), . . . ,Wn(tm)) satisfies the LDP, where

Wn(t) =
kn∑

j=1

(fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn
− E[fn,j(Xn,j , t)IFn,j(Xn,j)≤aεn

]).

We claim that Lemma 2.3 implies the LDP for the finite dimensional distributions
of the process {Wn(t) : t ∈ T}. Condition (i) in Lemma 2.3 follows from (vi).
Condition (ii) in Lemma 2.3 is obviously satisfied. As to condition (iii) in Lemma
2.3, given t ∈ T and 0 < δ < a,

εn

∑kn

j=1 Pr{|fn,j(Xn,j , t)IFn,j(Xn,j)≤εna − E[fn,j(Xn,j , t)IFn,j(Xn,j)≤εna]| ≥ εnδ}
≤ εn

∑kn

j=1 Pr{|fn,j(Xn,j , t)I2−2εnδ<Fn,j(Xn,j)≤εna

−E[fn,j(Xn,j , t)I2−2εnδ<Fn,j(Xn,j)≤εna]| ≥ 2−1εnδ}
≤ 4δ

∑kn

j=1 E[Fn,j(Xn,j , t)I2−2εnδ<Fn,j(Xn,j)≤εna] → 0,

by (2.16).
By (2.17), to prove (a.3) in Theorem 2.1, it suffices to consider {Zn(t) : t ∈

T}, where

Zn(t) =
kn∑

j=1

(fn,j(Xn,j , t)IFn,j(Xn,j)<aεn
− E[fn,j(Xn,j , t)IFn,j(Xn,j)<aεn

]).

It is easy to see that by Theorem 1.4 in Talagrand [22], condition (v) imply that
for each τ > 0,

limη→0 lim supn→∞ εn log(Pr{| supd(s,t)≤η |Zn(s)− Zn(t)|
−E[supd(s,t)≤η |Zn(s)− Zn(t)|]| ≥ τ}) = −∞.

Since condition (iv) implies that E[supt∈T |Zn(t)|]| → 0, (a.3) in Theorem 2.1
follows.

Next, we present necessary and sufficient conditions for moderate deviations
of empirical processes. We will use the following set–up. Let (S,S, ν) be a prob-
ability space. Let Ω = SN, A = SN, and Q = νN. Let Xn be the n–th projection
from Ω into S. Then, {Xn}∞n=1 is a sequence of i.i.d.r.v.’s with values in S. Let
{f(·, t) : t ∈ T} be an image admissible Suslin class of measurable functions from
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S into R. F will denote an envelope of {f(·, t) : t ∈ T}, i.e. a measurable function
on S, such that F (X) ≥ supt∈T |f(X, t)| a.s.

Theorem 2.7. With the notation above, let {an}∞n=1 and {cn}∞n=1 be two sequences
of real numbers such that an ↗∞ and a−1

n c−1
n n ↗∞ and {n−1c2

n} is nondecreas-
ing. Then, the following sets of conditions ((a), (b) and (c)) are equivalent:

(a.1) limn→∞ a−2
n log(n Pr{F (X) ≥ ancn}) = −∞.

(a.2) a−1
n c−1

n supt∈T |
∑n

j=1 f(Xj , t)|
Pr→ 0.

(a.3) For each s, t ∈ T , the following limit exists:

lim
n→∞

nc−2
n Cov(f(X, s)IF (X)<a−1

n cn
, f(X, t)IF (X)<a−1

n cn
)

(a.4) (T, d) is totally bounded, where

d2(s, t) = lim
n→∞

nc−2
n Var((f(X, s)− f(X, t))IF (X)<a−1

n cn
).

(a.5) limη→0 limn→∞ supd(s,t)≤η nc−2
n Var((f(X, s) − f(X, t))IF (X)<a−1

n cn
) =

0.
(b) {a−1

n c−1
n

∑n
j=1 f(Xj , t) : t ∈ T} satisfies the LDP in l∞(T ) with speed a2

n

and a rate function I such that limλ→∞ λ−1 inf{I(z) : supt∈T |z(t)| ≥ λ} = ∞ and
for each δ > 0, inf{I(z) : supt∈T |z(t)| ≥ δ} > 0.

(c) {c−1
n a−1

n

∑[nu]
j=1 f(Xj , t) : 0 ≤ u ≤ 1, t ∈ T} satisfies the LDP in l∞([0, 1]×

T ) with speed a2
n and a rate function I such that

lim
λ→∞

λ−1 inf{I(z) : sup
t∈T

|z(1, t)| ≥ λ} = ∞

and for each δ > 0, inf{I(z) : supt∈T |z(1, t)| > δ} > 0.
Moreover, in (b) the rate function is given by (2.2) with respect to the covari-

ance function

R(s, t) = lim
n→∞

nc−2
n E[f(X, s)f(X, t)IF (X)≤ancn

].

In (c), the rate function in (c) is

I(α) = inf{2−1
∫ 1

0

∫
Ω

ξ2(v, ω) d ν(ω) dv : where ξ : [0, 1]× Ω → R
is a measurable function such that
α(u, t) =

∫ u

0

∫
Ω

ξ(v, ω)Z(t, ω) dν(ω) dv, for each u ∈ [0, 1], t ∈ T},
where (Ω,F , ν) is probability space, {Z(t, ω) : t ∈ T} is a Gaussian process defined
on Ω with zero means and covariance given by∫

Ω

Z(s, ω)Z(t, ω) dν(ω) = lim
n→∞

nc−2
n E[f(X, s)f(X, t)IF (X)≤ancn

],

for each s, t ∈ T .

Proof. To prove that (a) implies (b) we apply Lemma 2.6. Conditions (i), (ii), (v)
and (vi) in Lemma 2.6 are obviously satisfied. By the arguments used in (2.9), we
have that for each 0 < a, M, λ < ∞,

(2.18) na−2
n E[

(
exp(λc−1

n anF (X))− 1
)
Iaa−1

n cn<F (X)≤ancnM ] → 0.
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This implies condition (iii) in Lemma 2.6. From (a.1) and (2.18), we have that for
each a > 0,

sup
t∈T

a−1
n c−1

n

n∑
j=1

F (Xj)IF (Xj)>aa−1
n cn

Pr→ 0.

This limit and (a.2) imply that for each a > 0,

sup
t∈T

a−1
n c−1

n |
n∑

j=1

f(Xj)IF (Xj)≤a−1
n cn

| Pr→ 0.

So, by the Hoffmann–Jørgensen inequality (see for example Proposition 6.8 in
Ledoux and Talagrand [16]), condition (iv) in Lemma 2.6 follows.

Next, we prove that (b) implies (a). From Lemma 2.1 in Arcones [3], for each
λ > 0,

lim sup
n→∞

a−2
n log(n Pr{F (X) ≥ 2λancn}) ≤ − inf{I(z) : |z|∞ ≥ λ}.

This estimation and the argument in (2.11) imply (a.1). Since for each δ > 0,
inf{I(z) : supt∈T |z(t)| ≥ δ} > 0, (a.2) holds. Since (a.1) holds, the stochastic
process

{a−1
n c−1

n

n∑
j=1

(f(Xj , t)IF (Xj)<a−1
n cn

− E[f(Xj , t)IF (Xj)<a−1
n cn

]) : t ∈ T}

satisfies the LDP. This fact and Theorem 2.4 imply (a.3). By the remark after
Theorem 2.2, (a.4) holds. (a.5) follows from the argument in (2.12).

Finally, we prove that (a) implies (c). We use Theorem 2.1. By (2.18), it
suffices to prove that {Un(u, t) : 0 ≤ u ≤ 1, t ∈ T} satisfies the LDP, where

Un(u, t) := c−1
n a−1

n

[nu]∑
j=1

(f(Xj , t)IF (Xj)<a−1
n cn

− E[f(Xj , t)IF (Xj)<a−1
n cn

]).

The LDP for the finite dimensional distributions follows from Lemma 2.3 applied
to the independent random vectors

Xn,j = (Y (1,1)
j , Y

(1,2)
j , . . . , Y

(1,m)
j , . . . , Y

(m,1)
j , Y

(m,2)
j , . . . , Y

(m,m)
j )

−E[(Y (1,1)
j , Y

(1,2)
j , . . . , Y

(1,m)
j , . . . , Y

(m,1)
j , Y

(m,2)
j , . . . , Y

(m,m)
j )], 1 ≤ j ≤ n

where
Y

(k,l)
j = c−1

n f(Xj , tl)I(F (Xj , tl) < a−1
n cn, j ≤ [nuk]),

t1, . . . , tm ∈ T and u1, . . . , um ∈ [0, 1]. Observe that the (k, l) coordinate of∑n
j=1 Xn,j is

c−1
n

[nuk]∑
j=1

(
f(Xj , tl)IF (Xj)<a−1

n cn
− E[f(Xj , tl)IF (Xj)<a−1

n cn
]
)

.
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We have that the covariance of

(c−1
n

[nu1]∑
j=1

f(Xj , t1)IF (Xj)<a−1
n cn

, c−1
n

[nu2]∑
j=1

f(Xj , t2)IF (Xj)<a−1
n cn

)

converges to

min(u1, u2) lim
n→∞

nc−2
n Cov(f(X, t1)IF (X)<a−1

n cn
, f(X, t2)IF (X)<a−1

n cn
).

Next, we prove the asymptotic exponential equicontinuity. Given τ,M > 0, there
exists a function π2 : T → T with finite range such that

(2.19) lim sup
n→∞

a−2
n log(Pr{sup

t∈T
|Vn(1, t)− Vn(1, π2(t))| ≥ 2−3τ}) ≤ −M.

Let {X ′
j} be a independent copy of {Xj}. Let

V ′
n(u, t) := c−1

n a−1
n

[nu]∑
j=1

(f(X ′
j , t)IF (X′

j)<a−1
n cn

− E[f(X ′
j , t)IF (X′

j)<a−1
n cn

]).

By symmetrization (see Lemma 1.2.1 in Giné and Zinn [13]) and the Lévy ’s
inequality, we have that

Pr{supt∈T, 0≤u≤1 |Vn(u, t)− Vn(u, π2(t))| ≥ 2−1τ}(2.20)

≤ 2 Pr{supt∈T, 0≤u≤1 |Vn(u, t)− Vn(u, π2(t))− (V ′
n(u, t)− V ′

n(u, π2(t)))| ≥ 2−2τ}
≤ 4 Pr{supt∈T |Vn(1, t)− Vn(1, π2(t))− (V ′

n(1, t)− V ′
n(1, π2(t)))| ≥ 2−2τ}

≤ 8 Pr{supt∈T |Vn(1, t)− Vn(1, π2(t))| ≥ 2−3τ}.

Let m be a positive integer such that M ≤ 2−4τarcsinh(2−3(supt∈π2(T ) R(t, t))−2mτ).

Let π2(u) = [mu]
m , 0 ≤ u ≤ 1. Using the the Prokhorov’s inequality as in the proof

of the Theorem 2.4, we have that

lim sup
n→∞

a−2
n log(Pr{ sup

t∈π2(T ), 0≤u≤1

|Vn(u, t)− Vn(π1(u), t)| ≥ 2−1τ})(2.21)

≤ −2−4τarcsinh

(
2−3( sup

t∈π2(T )

R(t, t))−2mτ

)
≤ −M.

From (2.19)–(2.21), we get that

lim sup
n→∞

a−2
n log(Pr{ sup

t∈T, 0≤u≤1
|Vn(u, t)− Vn(π1(u), π2(t))| ≥ τ}) ≤ −M.

When cn = n1/2, the previous theorem gives the following:

Theorem 2.8. Let {an} be a sequence of real numbers such that an ↗ ∞ and
n−1/2an ↘ 0.

Then, the following sets of conditions are equivalent:
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(a.1)

lim
n→∞

a−2
n log(n Pr{sup

t∈T
|f(X, t)− E[f(X, t)]| ≥ n1/2an}) = −∞.

(a.2) supt∈T |a−1
n n−1/2

∑n
j=1(f(Xj , t)− E[f(Xj , t)])|

Pr−→ 0.
(a.3) For each t ∈ T , E[f2(X, t)] < ∞.
(a.4) (T, d) is totally bounded, where

d2(s, t) = Var(f(X, s)− f(X, t)).

(b) {a−1
n n−1/2

∑n
j=1(f(Xj , t) − E[f(Xj , t)]) : t ∈ T} satisfies the LDP in

l∞(T ) with speed a2
n and a rate function I such that

lim
λ→∞

λ−1 inf{I(z) : sup
t∈T

|z(t)| ≥ λ} = ∞

and for each δ > 0, inf{I(z) : supt∈T |z(t)| ≥ δ} > 0.
(c) {a−1

n n−1/2
∑[nu]

j=1(f(Xj , t) − E[f(Xj , t)]) : 0 ≤ u ≤ 1, t ∈ T} satis-
fies the LDP in l∞([0, 1] × T ) with speed a2

n and a rate function I such that
limλ→∞ λ−1 inf{I(z) : supt∈T |z(1, t)| ≥ λ} = ∞ and for each δ > 0, inf{I(z) :
supt∈T |z(1, t)| > δ} > 0.

Moreover, the rate function in (b) is

I(z) = inf{2−1E[α2(X)] : z(t) = E[α(X)(f(X, t)− E[f(X, t)])]
for each t ∈ T}.

Moreover, the rate function in (c) is

I(z) = inf{2−1
∫ 1

0
E[γ2(u, X)] du : where γ : [0, 1]× S → R

is a measurable function such that for each u ∈ [0, 1], t ∈ T,
z(u, t) =

∫ u

0
E[γ(v,X)(f(X, t)− E[f(X, t)])] dv}.

Ledoux [15] and Wu [24] proved the part (a) implies (b) in the previous
theorem assuming a little different conditions. For example, they assume that for
some c > 1 and some |δ| < 1/2, ank ≤ ckδan, for each n, k ≥ 1. These conditions
do not apply to sequences that very close to n. For example, it does not apply to
sequences of the form an = n(log n)−α, where α > 0, for example. Condition (a.4)
above is stated differently in Ledoux [15] and Wu [24].

For classical empirical processes Theorem 2.8 gives the following:

Corollary 2.9. Let {Xj}∞j=1 be a sequence of i.i.d.r.v.’s. Let {an} be a sequence of
real numbers such that an →∞ and n−1/2an → 0. Then,

(i) {a−1
n n−1/2

∑n
j=1(I(Xj ≤ t) − P{Xj ≤ t}) : t ∈ R} satisfies the LDP in

l∞(R) with speed a2
n and rate function

I(z) = inf{2−1E[α2(X)] : z(t) = E[α(X)(I(X ≤ t)− P (X ≤ t))] for each t ∈ T}.
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(ii) {a−1
n n−1/2

∑[nu]
j=1(I(Xj ≤ t) − P{Xj ≤ t}) : t ∈ R, 0 ≤ u ≤ 1} satisfies

the LDP in l∞([0, 1]× R) with speed a2
n and rate function

I(z) = inf{2−1
∫ 1

0
E[γ2(u, X)] du : where γ : [0, 1]× R is a measurable function

such that for each (u, t) ∈ [0, 1]× R,
z(u, t) =

∫ u

0
E[γ(v,X)(I(X ≤ t)− P (X ≤ t))] dv}.

In the previous corollary, if X has a positive density fX , then the rate function
in part (i) can be written as

I(z) =

{∫∞
−∞

(z′(t))2

2fX(t) dt if z is absolutely continuous and lim|t|→∞ z(t) = 0.

∞ else .

By taking T equal to the unit ball of a Banach space, the previous theorems
give necessary and sufficient conditions for the moderate deviations of Banach
space valued random vectors. In particular, we have:

Theorem 2.10. Let {Xj}∞j=1 be a sequence of i.i.d.r.v.’s with values in a separa-
ble Banach space B. Let {an}∞n=1 and {cn}∞n=1 be two sequences of real numbers
such that an ↗ ∞ and a−1

n c−1
n n ↗ ∞ and {n−1c2

n} is nondecreasing. Then, the
following sets of conditions ((a), (b) and (c)) are equivalent:

(a.1) limn→∞ a−2
n log(n Pr{|X| ≥ cnan}) = −∞.

(a.2) a−1
n c−1

n

∑n
j=1 Xj

Pr→ 0.

(a.3) For each f1, f2 ∈ B∗, the following limit exists:

lim
n→∞

nc−2
n E[f1(X)f2(X)I|X|≤a−1

n cn
],

where B∗ is the dual of B.
(a.4) (B∗

1 , d) is totally bounded, where

d2(f1, f2) = lim
n→∞

nc−2
n Var((f1(X)− f2(X))I|X|≤a−1

n cn
)

and B∗
1 is the unit ball of the dual of B.

(a.5)

lim
η→0

lim
n→∞

sup
f1,f2∈B∗

1 ,d(f1,f2)≤η

nc−2
n Var((f1(X)− f2(X))I|X|≤a−1

n cn
) = 0.

(b) {c−1
n a−1

n

∑n
j=1 Xj} satisfies the LDP in l∞(B) with speed a2

n and a good
rate function such that limλ→∞ λ−1 inf{I(z) : |z| ≥ λ} = ∞ and for each δ > 0,
inf{I(z) : |z| ≥ δ} > 0.

(c) {c−1
n a−1

n

∑[nu]
j=1 Xj : 0 ≤ u ≤ 1} satisfies the LDP in l∞([0, 1], B) with

speed a2
n and a good rate function such that limλ→∞ λ−1 inf{I(z) : |z(1)| ≥ λ} = ∞

and for each δ > 0, inf{I(z) : |z(1)| ≥ δ} > 0.

When cn = n1/2, the conditions (a) in the previous theorem simplify consid-
erably:
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Theorem 2.11. Let {Xj}∞j=1 be a sequence of i.i.d.r.v.’s with values in a separable
Banach space B. Let {an}∞n=1 be a sequence of real numbers such that an ↗ ∞
and n−1/2an ↘ 0. Then, the following sets of conditions ((a), (b) and (c)) are
equivalent:

(a.1) limn→∞ a−2
n log(n Pr{|X| ≥ ann1/2}) = −∞.

(a.2) a−1
n n−1/2

∑n
j=1(Xj − E[Xj ])

Pr→ 0.

(a.3) {f(X)− E[f(X)] : f ∈ B∗
1} is a totally bounded set of L2.

(b) {a−1
n n−1/2

∑n
j=1(Xj −E[Xj ])} satisfies the LDP in l∞(B) with speed a2

n

and a good rate function such that limt→∞ λ−1 inf{I(z) : |z| ≥ λ} = ∞ and for
each δ > 0, inf{I(z) : |z| ≥ δ} > 0.

(c) {a−1
n n−1/2

∑[nu]
j=1(Xj−E[Xj ]) : 0 ≤ u ≤ 1} satisfies the LDP in l∞([0, 1], B)

with speed a2
n and a good rate function such that limλ→∞ λ−1 inf{I(z) : |z(1)| ≥

λ} = ∞ and for each δ > 0, inf{I(z) : |z(1)| ≥ δ} > 0.

Hu and Lee [14] obtained the LDP for the stochastic processes in (c) in the
previous theorem assuming that for some λ > 0, E[eλ|X|] < ∞.
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