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Introduction

Statistical techniques are employed in almost every phase of life.

@ Surveys are designed to collect early returns on election day and
forecast the outcome of an election.

@ Consumers are sampled to provide information for predicting product
preferences.

@ Research physicians conduct experiments to determine the effect of
various drugs and controlled environmental conditions on humans in
order to infer the appropriate treatment for various illnesses.

@ Engineers sample a product quality characteristic and various
controllable process variables to identify key variables related to
product quality.

@ Newly manufactured electronic devices are sampled before shipping
to decide whetherto ship or hold individual lots.

@ Economists observe various indices of economic health over a period
of time and use the information to forecast the condition of the
economy in the future.

Statistical techniques play an important role in achieving the objective of
each of these practical situations.
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The objective of statistics is to make an inference about a population
based on information contained in a sample from that population and to
provide an associated measure of goodness for the inference.

In the broadest sense, making an inference implies partially or completely
describing a phenomenon or physical object. Little difficulty is
encountered when appropriate and meaningful descriptive measures are
available, but this is not always the case.

We can characterize the available data

o Graphically, e.g. using a histogram to plot relative frequencies of,
say, GPAs of students in the class, or

@ Numerically, e.g. finding the average annual rainfall in California
over the past 50 years and the deviation from this average quantity
in a particular year.

We may also be interested in the likelihood of a certain event, e.g.
drawing the Royalty (King and Queen) of different suits from a standard
deck of cards.
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Basic to inference making is the problem of calculating the probability of
an observed sample. As a result, probability is the mechanism used in
making statistical inferences.

Intuitive assessments of probabilities can often turn out to be
unsatisfactory, and we need a rigorous theory of probability in order to
develop methods of inference.

Probability (447)

Data Data with
Generating Aggregate
Process Features

Statistics (448)

We will begin with a study of the mechanism employed in making
inferences, the theory of probability. This theory provides theoretical
models for generating experimental data and thereby provides the basis
for our study of statistical inference.
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| have prepared these notes from the
book "Mathematical Statistics with
Applications, 7th Edition" by
Wackerley, Mendenhall, and Scheaffer.
(Thomson Brooks/Cole)

For the course, this shall be the
reference book.

Throughout the notes, the words
“Text” and “Book” will refer to the
book mentioned above.
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Two problems which will be in the Final Exam (in some form or other)

@ The “Monty Hall Problem " (Text 2.20, Wikipedia)
@ Bayes' Theorem Problem (e.g. Text 2.125)
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Prerequisite: C or better in Math 323.

A C- is acceptable if your first semester at Binghamton was before Fall

2014.

Please try to log in to the homework system. For a link, look at the
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We want to get to a point where we can do almost any problem
from the book.

Use the fact that no problem in the book is terribly difficult. Usually
they don't take more than 10 minutes each.

Know the tricks and techniques from each section.

Try to do the problems. Don't spend huge amounts of time hung up
on a single problem. If you can’t do it in 20 minutes, time to look
things up: is there a technique you forgot? A formula for
expectation or variance?

If you have all the techniques, maybe it's time to look at the
solution. (Solutions to every problem are available.)

After reading the solution, close the solution book and try to solve
the problem again. Can you explain the steps? Could you solve the
problem 2 days later without referring to the solutions?
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We want to get to a point where we can do almost any problem
from the book.

Use the fact that no problem in the book is terribly difficult. Usually
they don't take more than 10 minutes each.

Know the tricks and techniques from each section.

Try to do the problems. Don't spend huge amounts of time hung up
on a single problem. If you can’t do it in 20 minutes, time to look

things up: is there a technique you forgot? A formula for
expectation or variance?

If you have all the techniques, maybe it's time to look at the
solution. (Solutions to every problem are available.)

After reading the solution, close the solution book and try to solve
the problem again. Can you explain the steps? Could you solve the
problem 2 days later without referring to the solutions?
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We want to get to a point where we can do almost any problem
from the book.

Use the fact that no problem in the book is terribly difficult. Usually
they don't take more than 10 minutes each.

Know the tricks and techniques from each section.

Try to do the problems. Don't spend huge amounts of time hung up
on a single problem. If you can’t do it in 20 minutes, time to look
things up: is there a technique you forgot? A formula for
expectation or variance?

If you have all the techniques, maybe it's time to look at the
solution. (Solutions to every problem are available.)

After reading the solution, close the solution book and try to solve
the problem again. Can you explain the steps? Could you solve the
problem 2 days later without referring to the solutions?

Over time you will build a library of problems you can solve. You will
notice patterns — the problems will fit into into categories.
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Why should you do the applet exercises from the book?

To check whether you know the various distributions, | can show you
graphs and ask “Which of the distributions we studied is this?” or “What
are the parameter values?".

You can prepare for this using the Applet exercises.

(Look at the book; there are dozens.) You could also prepare by using R.

Please attempt every problem | assign, and try a few more: Many have
answers in the back of the text. If you can’t do the problem:

© Look at examples from the relevant section.

@ Answers for odd-numbered problems in the back of the text.
@ Student Solution Manual (All odd-numbered problems solved).
@ Look for analogous problems.

@ Yahoo! answers.
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Why should you do the applet exercises from the book?

To check whether you know the various distributions, | can show you
graphs and ask “Which of the distributions we studied is this?” or “What
are the parameter values?".

You can prepare for this using the Applet exercises.

(Look at the book; there are dozens.) You could also prepare by using R.

Please attempt every problem | assign, and try a few more: Many have
answers in the back of the text. If you can’t do the problem:

© Look at examples from the relevant section.

@ Answers for odd-numbered problems in the back of the text.
@ Student Solution Manual (All odd-numbered problems solved).
@ Look for analogous problems.

@ Yahoo! answers.

@ Instructor’'s Solution Manual.
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You have to do the work.

An example to show that what is easy is not obvious: The University of
California at Berkeley was sued. Discrimination against women in
graduate admissions was alleged. Women were admitted to graduate
school at a much lower rate.

The university attempted to find the culprit(s).

Every department was required to report admission rates for men and
women. The reasoning: if women applicants are admitted at a lower rate
overall, there must be some department(s) which are discriminating
against women. Find those departments and institute appropriate
remedies.
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Surprise: every department reports that women are admitted at higher
rates than men.

Detailed records prove it. How is this possible?

@ Toy example with two departments: Engineering and Humanities
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Surprise: every department reports that women are admitted at higher
rates than men.

Detailed records prove it. How is this possible?

Toy example with two departments: Engineering and Humanities
Engineering admits 40% of women and 30% of men

Humanities admits 20% of women and 10% of men

Engineering applicants: 90 men, 10 women

Humanities applicants: 90 women, 10 men

Overall: women 24% men 28%

® 6 6 6 o o

“Simpson’s Paradox”
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Surprise: every department reports that women are admitted at higher
rates than men.

Detailed records prove it. How is this possible?

Toy example with two departments: Engineering and Humanities
Engineering admits 40% of women and 30% of men

Humanities admits 20% of women and 10% of men

Engineering applicants: 90 men, 10 women

Humanities applicants: 90 women, 10 men

Overall: women 24% men 28%

® 6 6 6 o o

“Simpson’s Paradox”

Probability: simple, but not obvious.
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Surprise: every department reports that women are admitted at higher
rates than men.

Detailed records prove it. How is this possible?

Toy example with two departments: Engineering and Humanities
Engineering admits 40% of women and 30% of men
Humanities admits 20% of women and 10% of men

Engineering applicants: 90 men, 10 women

e 6 6 o o

Humanities applicants: 90 women, 10 men

@ Overall: women 24% men 28%

“Simpson’s Paradox”

Probability: simple, but not obvious. You have to do the work!
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An “Interview Problem”
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An “Interview Problem”

We're going to play a game. The player is allowed to flip a fair coin
repeatedly, and decide after each flip whether to stop. When the player
stops, if they have so far flipped k heads in n flips, they are paid %
dollars.
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An “Interview Problem”

We're going to play a game. The player is allowed to flip a fair coin
repeatedly, and decide after each flip whether to stop. When the player
stops, if they have so far flipped k heads in n flips, they are paid %
dollars.

If the player flips H on the first try and stops, their payout is % = $1.
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An “Interview Problem”

We're going to play a game. The player is allowed to flip a fair coin
repeatedly, and decide after each flip whether to stop. When the player
stops, if they have so far flipped k heads in n flips, they are paid %
dollars.

If the player flips H on the first try and stops, their payout is % = $1.

If the player flips T, T and then stops, their payout is 3 = $0.
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An “Interview Problem”

We're going to play a game. The player is allowed to flip a fair coin
repeatedly, and decide after each flip whether to stop. When the player
stops, if they have so far flipped k heads in n flips, they are paid %
dollars.

If the player flips H on the first try and stops, their payout is % = $1.

If the player flips T, T and then stops, their payout is g = $%0.

If the player flips T, H, T and then stops, their payout is % =$0.33....

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



@ How much would you pay to play this game?
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@ How much would you pay to play this game?

@ How much would you charge someone else?
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@ How much would you pay to play this game?

@ How much would you charge someone else?
@ What is the best strategy?
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@ How much would you pay to play this game?

@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.
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@ How much would you pay to play this game?

@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely.
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)

Approximate Payout:
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)

Approximate Payout: 50% chance of $ 1
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)

Approximate Payout: 50% chance of $ 1
+ 50% chance of about 50 ¢
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)

Approximate Payout: 50% chance of $ 1
+ 50% chance of about 50 ¢
Total: 75¢.
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@ How much would you pay to play this game?
@ How much would you charge someone else?
@ What is the best strategy?

A strategy:

o If we flip H on the first try, stop.

o If we flip T, flip 1000 times; the result will be very close to 50%
heads, very likely. (If not, flip a few thousand times more.)

Approximate Payout: 50% chance of $ 1
+ 50% chance of about 50 ¢
Total: 75¢.

This is called the “Chow-Robbins Game". The exact value is unknown.
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@ It may be correct to keep playing even though you have more than
50% heads; for example, with 1T and 2H, it is correct to keep

playing.
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@ It may be correct to keep playing even though you have more than
50% heads; for example, with 1T and 2H, it is correct to keep

playing.

@ The correct strategy is unknown; to see the complexity, consider
questions like: Would you continue with 5H and 377
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@ It may be correct to keep playing even though you have more than
50% heads; for example, with 1T and 2H, it is correct to keep

playing.

@ The correct strategy is unknown; to see the complexity, consider
questions like: Would you continue with 5H and 377 How about
66H and 59T7
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@ It may be correct to keep playing even though you have more than
50% heads; for example, with 1T and 2H, it is correct to keep

playing.

@ The correct strategy is unknown; to see the complexity, consider
questions like: Would you continue with 5H and 377 How about
66H and 59T7

@ The idea that the payout will “eventually be 50% or close to it” is a
limit theorem — called “The Law of Large Numbers™.
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@ It may be correct to keep playing even though you have more than
50% heads; for example, with 1T and 2H, it is correct to keep

playing.

The correct strategy is unknown; to see the complexity, consider
questions like: Would you continue with 5H and 377 How about
66H and 59T7

The idea that the payout will “eventually be 50% or close to it" is a
limit theorem — called “The Law of Large Numbers™.

@ The fair price for the game is called an “Expected Value" or “Mean".
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?

@ What is the probability that this patient survives the operation?
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?

@ What is the probability that this patient survives the operation?

We study “Axiomatic Probability” (Kolmogorov, circa 1931).
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?

@ What is the probability that this patient survives the operation?

We study “Axiomatic Probability” (Kolmogorov, circa 1931).

Definition (Probability)

A probability is an assignment of numbers (probabilities) to sets of
possible outcomes satisfying certain axioms.
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?

@ What is the probability that this patient survives the operation?

We study “Axiomatic Probability” (Kolmogorov, circa 1931).

Definition (Probability)

A probability is an assignment of numbers (probabilities) to sets of
possible outcomes satisfying certain axioms.

v

Example: Coin Flip

\
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“Subjective Probability”

@ What is the probability that Hillary Clinton will be the next
President of The United States?

@ What is the probability that this patient survives the operation?

We study “Axiomatic Probability” (Kolmogorov, circa 1931).

Definition (Probability)

A probability is an assignment of numbers (probabilities) to sets of
possible outcomes satisfying certain axioms.

Example: Coin Flip

On flipping two fair coins, the possible outcomes are HH, HT, TH, and
TT, all equally likely. So the probability of each outcome is % = 0.25.

v
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Axiomatic Probability

Definition ((Axiomatic) Probability)

Suppose S is a sample space associated with an experiment.
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Axiomatic Probability

Definition ((Axiomatic) Probability)

Suppose S is a sample space associated with an experiment. To every
event Ain S (A is a subset of S), we assign a number, P(A), called the
probability of A, so that the following axioms hold:
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Axiomatic Probability

Definition ((Axiomatic) Probability)

Suppose S is a sample space associated with an experiment. To every
event Ain S (A is a subset of S), we assign a number, P(A), called the
probability of A, so that the following axioms hold:

Axiom 1: P(A) > 0.

SUNY-Binghamton
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Axiomatic Probability

Definition ((Axiomatic) Probability)
Suppose S is a sample space associated with an experiment. To every
event Ain S (A is a subset of S), we assign a number, P(A), called the
probability of A, so that the following axioms hold:

Axiom 1: P(A) > 0.

Axiom 2: P(S) =1.
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Axiomatic Probability

Definition ((Axiomatic) Probability)
Suppose S is a sample space associated with an experiment. To every
event Ain S (A is a subset of S), we assign a number, P(A), called the
probability of A, so that the following axioms hold:

Axiom 1: P(A) > 0.

Axiom 2: P(S) = 1.

Axiom 3: If Ag, Az, ... form a sequence of pairwise mutually

exclusive events in S (that is, A;NA; = 0 if i # j), then

P(A1UA2U):iP(An)
n=1

SUNY-Binghamton
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Example (Rolling a die)

Math 447 - Pr Dikran Karagueuzian



Example (Rolling a die)

The “sample space” S of possible outcomes is
5=1{1,2,3,4,5,6}
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Example (Rolling a die)

The “sample space” S of possible outcomes is
5=1{1,2,3,4,5,6}

An event is a subset of S.
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Example (Rolling a die)
The “sample space” S of possible outcomes is
5=1{1,2,3,4,5,6}

An event is a subset of S.

Example (continued)

Let A be the event “The result of the die roll is an even number”. Then

A={2,4,6}
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Example (Rolling a die)

The “sample space” S of possible outcomes is
5=1{1,2,3,4,5,6}

An event is a subset of S.

Example (continued)

Let A be the event “The result of the die roll is an even number”. Then

A={2,4,6}

We already know how to assign a probability P(A):
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Example (Rolling a die)

The “sample space” S of possible outcomes is
5=1{1,2,3,4,5,6}

An event is a subset of S.

Example (continued)

Let A be the event “The result of the die roll is an even number”. Then

A={2,4,6}

We already know how to assign a probability P(A):
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Define three events E;, E,, Eg by
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Define three events E;, E,, Eg by
@ £ = Result is a 2,
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Define three events E;, E,, Eg by
@ £ = Result is a 2,
@ E, = Result is a 4,
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Define three events E;, E,, Eg by
@ £ = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Define three events E;, E,, Eg by
@ £ = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then
A=EUE,U E;,
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Define three events E;, E,, Eg by
@ £ = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then
A=EUE,U E;,
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Define three events E;, E,, Eg by
@ £> = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then
1

A= EUE UE,, P(Ey) = P(Es) = P(Es) = 3

and

P(A) = P(E2) + P(Es) + P(Es)
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Define three events E;, E,, Eg by
@ £> = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.
Then
A=EUEUE;g, P(Ey) = P(E4) = P(Es) = =
and

P(A) = P(Ex) + P(Es) + P(Es) = % +

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Define three events E;, E,, Eg by
@ £> = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then
1
A= EUE UE,, P(Ey) = P(Es) = P(Es) = 3
and
1 1 1 1
P(A) = P(E;) + P(Es) + P(Es) = ctets=3
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Define three events E;, E,, Eg by
@ £> = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then
1
A= EUE UE,, P(Ey) = P(Es) = P(Es) = 3
and
1 1 1 1
P(A) = P(E;) + P(Es) + P(Es) = ctets=3

You already know the axioms of probability.
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Define three events E;, E,, Eg by
@ £> = Result is a 2,
@ E, = Result is a 4,
@ Eg = Result is a 6.

Then

1
A= EUE UE,, P(Ey) = P(Es) = P(Es) = 3
and
1 1 1

P(A) = P(E) + P(Es) + P(Es) = % tete=g3

You already know the axioms of probability. The fact above is a special
case of the most complex axiom.

SUNY-Binghamton
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Problems in Discrete Probability
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely.
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A.
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

1Al

P(A) = 5]
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = 5]
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S

This applies to our example of rolling the die.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S

This applies to our example of rolling the die. There
5=1{1,2,3,4,5,6} |S|=6
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S

This applies to our example of rolling the die. There
5:{17273747576} ‘S|:6
A=1{2,4,6} |Al =3
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S

This applies to our example of rolling the die. There

5=1{1,2,3,4,56} [S|=6 _3_1
A-{246) |a=3— PA=5=73

SUNY-Binghamton
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Problems in Discrete Probability

Here is a type of problem where there is a sample space S (which is a
finite set) and we know, or can assume, that every individual outcome in
S is equally likely. We have an event A C S, and we want to find P(A).

Count the elements of S and those of A. Then

|Al " <— number of elements of A

P(A) = |5| <— number of elements of S

This applies to our example of rolling the die. There
§=1{1,2,3,4,56} |S[=6 _3_1
A= {246} |aA=3 — PA=F5=3
Note that this process only works when we know that all members of S

are equally likely outcomes.
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The “Sample-Point Method”
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The “Sample-Point Method”

The following steps are used to find the probability of an event:
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The “Sample-Point Method”

The following steps are used to find the probability of an event:

@ Define the experiment and clearly determine how to describe one
simple event.
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The “Sample-Point Method”

The following steps are used to find the probability of an event:
@ Define the experiment and clearly determine how to describe one
simple event.

@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the

sample space S.
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The “Sample-Point Method”

The following steps are used to find the probability of an event:
@ Define the experiment and clearly determine how to describe one
simple event.
@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the
sample space S.

© Assign reasonable probabilities to the sample points in S, making
certain that P(E;) > 0 and >, P(E;) = 1.
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The “Sample-Point Method”

The following steps are used to find the probability of an event:
@ Define the experiment and clearly determine how to describe one
simple event.

@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the
sample space S.

© Assign reasonable probabilities to the sample points in S, making
certain that P(E;) > 0 and >, P(E;) = 1.

@ Define the event of interest, A, as a specific collection of sample
points
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The “Sample-Point Method”

The following steps are used to find the probability of an event:

@ Define the experiment and clearly determine how to describe one
simple event.

@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the
sample space S.

© Assign reasonable probabilities to the sample points in S, making
certain that P(E;) > 0 and >, P(E;) = 1.

@ Define the event of interest, A, as a specific collection of sample
points (A sample point is in A if A occurs when the sample point
occurs.
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The “Sample-Point Method”

The following steps are used to find the probability of an event:

@ Define the experiment and clearly determine how to describe one
simple event.

@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the
sample space S.

© Assign reasonable probabilities to the sample points in S, making
certain that P(E;) > 0 and >, P(E;) = 1.

@ Define the event of interest, A, as a specific collection of sample
points (A sample point is in A if A occurs when the sample point
occurs. Test all sample points in S to identify those in A.)
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The “Sample-Point Method”

The following steps are used to find the probability of an event:

@ Define the experiment and clearly determine how to describe one
simple event.

@ List the simple events associated with the experiment and test each
to make certain that it cannot be decomposed. This defines the
sample space S.

© Assign reasonable probabilities to the sample points in S, making
certain that P(E;) > 0 and >, P(E;) = 1.

@ Define the event of interest, A, as a specific collection of sample
points (A sample point is in A if A occurs when the sample point
occurs. Test all sample points in S to identify those in A.)

@ Find P(A) by summing the probabilities of the sample points in A.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A\ |
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.

(b) Assuming that all sample points are equally likely, find the probability
that the vehicle turns.

4
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.

(b) Assuming that all sample points are equally likely, find the probability
that the vehicle turns.

4

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.

(b) Assuming that all sample points are equally likely, find the probability
that the vehicle turns.

4

S = {turns right, turns left, straight ahead}.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.

(b) Assuming that all sample points are equally likely, find the probability
that the vehicle turns.

4

S = {turns right, turns left, straight ahead}. Assuming all sample points
are equally likely, find the probability that the vehicle turns.
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It is possible to define probabilities in a different way so that not all
members of S are equally likely. This might correspond to, say, loading
the die so that 6 is more likely to come up.

Exercise 2.12

A vehicle arriving at an intersection can turn right, turn left, or continue
straight ahead. The experiment consists of observing the movement of a
single vehicle through the intersection.

(a) List the sample space for this experiment.

(b) Assuming that all sample points are equally likely, find the probability
that the vehicle turns.

4

S = {turns right, turns left, straight ahead}. Assuming all sample points

are equally likely, find the probability that the vehicle turns. Here

T = {turns} = {turns right, turns left}. So P(T) = % =z
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We can still define probabilities even if not all points in the sample space
are equally likely.
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We can still define probabilities even if not all points in the sample space
are equally likely.

Exercise 2.10
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We can still define probabilities even if not all points in the sample space
are equally likely.

Exercise 2.10

The proportions of blood phenotypes, A, B, AB, and O, in the population
of all Caucasians in the Unites States are approximately .41, .10, .04, and
.45, respectively. A single Caucasian is chosen at random from the
population.
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We can still define probabilities even if not all points in the sample space
are equally likely.

Exercise 2.10

The proportions of blood phenotypes, A, B, AB, and O, in the population
of all Caucasians in the Unites States are approximately .41, .10, .04, and
.45, respectively. A single Caucasian is chosen at random from the
population.

(a) List the sample space for this experiment.
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We can still define probabilities even if not all points in the sample space
are equally likely.

Exercise 2.10

The proportions of blood phenotypes, A, B, AB, and O, in the population
of all Caucasians in the Unites States are approximately .41, .10, .04, and
.45, respectively. A single Caucasian is chosen at random from the
population.

(a) List the sample space for this experiment.

(b) Make use of the information given above to assign probabilities to
each of the simple events.
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We can still define probabilities even if not all points in the sample space
are equally likely.

Exercise 2.10

The proportions of blood phenotypes, A, B, AB, and O, in the population
of all Caucasians in the Unites States are approximately .41, .10, .04, and
.45, respectively. A single Caucasian is chosen at random from the
population.

(a) List the sample space for this experiment.

(b) Make use of the information given above to assign probabilities to
each of the simple events.

(c) What is the probability that the person chosen at random has either
type A or type AB blood?
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S=1{A, B,AB,0};
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S ={A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(0) = 0.45;
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S=1{A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(O) = 0.45; E = {person has type Aor AB blood}.
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S={A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(O) = 0.45; E = {person has type Aor AB blood}. Then
P(E) = P(A) + P(AB)
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S={A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(O) = 0.45; E = {person has type Aor AB blood}. Then
P(E) = P(A) + P(AB) = 0.41 + 0.04
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S={A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(O) = 0.45; E = {person has type Aor AB blood}. Then
P(E) = P(A) + P(AB) = 0.41 + 0.04 = 0.45.
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S={A,B,AB,0}; P(A) = 0.41, P(B) = 0.10, P(AB) = 0.04,
P(O) = 0.45; E = {person has type Aor AB blood}. Then
P(E) = P(A) + P(AB) = 0.41 + 0.04 = 0.45.

In a situation like this (not all simple events are equally likely), we need
extra information to find the probabilities.
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So far, we have thought of S as a finite set of points (“simple events”).
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So far, we have thought of S as a finite set of points (“simple events”).
We can also think of S as a continuous space.
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So far, we have thought of S as a finite set of points (“simple events”).
We can also think of S as a continuous space.

The probability then becomes something like a measurement of area.
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So far, we have thought of S as a finite set of points (“simple events”).
We can also think of S as a continuous space.

The probability then becomes something like a measurement of area.
Note that all axioms of probability are satisfied if S = unit square and
the event A is a subset of the unit square; then P(A) = area of A.
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So far, we have thought of S as a finite set of points (“simple events”).
We can also think of S as a continuous space.

The probability then becomes something like a measurement of area.
Note that all axioms of probability are satisfied if S = unit square and
the event A is a subset of the unit square; then P(A) = area of A.

In Section 2.8, we will see various probability formulas to get an idea of
what's going on.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



So far, we have thought of S as a finite set of points (“simple events”).
We can also think of S as a continuous space.

The probability then becomes something like a measurement of area.
Note that all axioms of probability are satisfied if S = unit square and
the event A is a subset of the unit square; then P(A) = area of A.

In Section 2.8, we will see various probability formulas to get an idea of
what's going on. Pretend we are in the situation of subsets of the unit
square and that probability = area.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Theorem 2.6: “Additive Law”

Math 447 ili Dikran Karagueuzian



Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).
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Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).
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Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).

Let's draw a picture:
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Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).

Proof:

Let's draw a picture:
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Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).

Proof:

Let's draw a picture:

area(AU B) = area(A) + area(B) — double counted part.
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Theorem 2.6: “Additive Law”

P(AU B) = P(A) + P(B) — P(AN B).

Proof:

Let's draw a picture:

area(AU B) = area(A) + area(B) — double counted part.

area(ANB)
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Example (Theorem 2.7: P(A) =1 — P (A))
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Example (Theorem 2.7: P(A) =1 — P (A))

A
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Example (Theorem 2.7: P(A) =1 — P (A))

A

by

AUA=S . ANA=10
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Example (Theorem 2.7: P(A) =1 — P (A))

A

AUA=S ANA=() = P(A)+ P(A) = P(S)
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Example (Theorem 2.7: P(A) =1 — P (A))

A

AUA=S ANA=( = P(A)+ P(A) = P(S) = 1.
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Suppose A and B are two events with P(A) = 0.8, P(B) = 0.7.
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Suppose A and B are two events with P(A) = 0.8, P(B) = 0.7. Is it
possible that P(AN B) = 0.3?
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Suppose A and B are two events with P(A) = 0.8, P(B) = 0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

s
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
1> P(A)+ P(B)— P(An B)
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
1> P(A)+ P(B)— P(An B)
=0.8+0.7— P(AN B)
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
1> P(A)+ P(B)— P(An B)
—0.8+0.7— P(ANB)
=15—-P(ANB).
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Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
1> P(A)+ P(B)— P(An B)
—0.8+0.7— P(ANB)
=15—-P(ANB).
So -0.5> —P(AN B),

Math 447 - Probability

Dikran Karagueuzian

SUNY-Binghamton




Suppose A and B are two events with P(A) = 0.8, P(B) =0.7. Is it
possible that P(AN B) = 0.37

Answer: NO!

A

AnNEB

5
Combine the two statements

P(AUB) = P(A)+P(B)—P(ANB)
and P(AUB) < 1:
1> P(A)+ P(B)— P(An B)
—0.8+0.7— P(ANB)
=15—-P(ANB).
So —0.5 > —P(AN B), that is,
P(AN B) > 0.5.
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More complex example: Counting (Example 2.10)
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs.
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs. The first job (considered to be very
undesirable) required 6 laborers; the second, third, and fourth utilized 4,
5, and 5 laborers, respectively.
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs. The first job (considered to be very
undesirable) required 6 laborers; the second, third, and fourth utilized 4,
5, and 5 laborers, respectively. The dispute arose over an alleged random
distribution of the laborers to the jobs that placed all 4 members of a
particular ethnic group on job 1.
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs. The first job (considered to be very
undesirable) required 6 laborers; the second, third, and fourth utilized 4,
5, and 5 laborers, respectively. The dispute arose over an alleged random
distribution of the laborers to the jobs that placed all 4 members of a
particular ethnic group on job 1. In considering whether the assignment
represented injustice, a mediation panel desired the probability of the
observed event.
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs. The first job (considered to be very
undesirable) required 6 laborers; the second, third, and fourth utilized 4,
5, and 5 laborers, respectively. The dispute arose over an alleged random
distribution of the laborers to the jobs that placed all 4 members of a
particular ethnic group on job 1. In considering whether the assignment
represented injustice, a mediation panel desired the probability of the
observed event.

(a) Determine the number of sample points in the sample space S for
this experiment, that is, determine the number of ways the 20
laborers can be divided into groups of the appropriate sizes to fill all
of the jobs.
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More complex example: Counting (Example 2.10)

A labor dispute has arisen concerning the distribution of 20 laborers to
four different construction jobs. The first job (considered to be very
undesirable) required 6 laborers; the second, third, and fourth utilized 4,
5, and 5 laborers, respectively. The dispute arose over an alleged random
distribution of the laborers to the jobs that placed all 4 members of a
particular ethnic group on job 1. In considering whether the assignment
represented injustice, a mediation panel desired the probability of the
observed event.

(a) Determine the number of sample points in the sample space S for
this experiment, that is, determine the number of ways the 20
laborers can be divided into groups of the appropriate sizes to fill all
of the jobs.

(b) Find the probability of the observed event if it is assumed that the
laborers are randomly assigned to jobs.
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How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?
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Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 +4 +5 + 5 = 20.
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Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 +4 +5 + 5 = 20.

Question: How many ways can we divide a 20-element set into 4 subsets
of size 6, 4, 5, and 5, respectively?
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Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 + 4 + 5 + 5 = 20.
Question: How many ways can we divide a 20-element set into 4 subsets
of size 6, 4, 5, and 5, respectively?

Answer: Theorem 2.3: There are

20
6 4 5 5

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 + 4 + 5 + 5 = 20.
Question: How many ways can we divide a 20-element set into 4 subsets
of size 6, 4, 5, and 5, respectively?

Answer: Theorem 2.3: There are

20 7 20!
6 4 5 5) 6!-41.5].5]
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Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 + 4 + 5 + 5 = 20.
Question: How many ways can we divide a 20-element set into 4 subsets
of size 6, 4, 5, and 5, respectively?

Answer: Theorem 2.3: There are

20 o0 B "
(6 4 5 5)_6!~4!~5!~5! (=489 107) ways.
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Analysis:

How many ways can you assign 20 laborers to 4 construction jobs
requiring 6, 4, 5, and 5 laborers, respectively?

Notice that 6 +4 +5 + 5 = 20.

Question: How many ways can we divide a 20-element set into 4 subsets
of size 6, 4, 5, and 5, respectively?

Answer: Theorem 2.3: There are
20 B 20! B 10
(6 4 5 5) “ear 55 (489107 ways.

How many ways can we do this so that all 4 members of the minority
group are assigned to the most “unpleasant” job?
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people.
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.
Answer:

16
2 4 5 5
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

16 7 16!
2 4 5 5) 21.41.5!.5!

Answer:

Math 447 - Probability

Dikran Karagueuzian SUNY-Binghamton



Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?
_A

PA =15
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were

assigned randomly to a job?
16!

|A| 2!.41.5!.5!
PIA) =151 = o
61-41-515!
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?

P(A) = |Al _ sarerer _ 16061
ISl 2 202!
BLASTE
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?

P(A) — |A| - zg;r?;r}gri 16! - 6!

( )_E_#‘”_m!.z!
6145151

16!- 6 - 5.4 . 3 .21

20 -19- 18 -17-16!-2!

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?

P(A) = |Al _ sarerer _ 16061
ISl 2 202!
BLASTE

_ 160.(6)-{54}-(3) 2 1
{20} -19-(18) - 17 -16+2T 19-17
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Analysis: (continued)

Note that the “unpleasant” job requires 6 people. We now have 16
people to assign to 4 jobs; the first job still needs 2 more people.

Answer:

16 16!
= ST = = 1.51 x 108).
(2 45 5) a5 5 (= 151x10°9

What is the probability that this would happen if every worker were
assigned randomly to a job?

P(A) = |Al _ sarerer _ 16061
ISl 2 202!
BLASTE

60§ (5432 11
{20} -19-(18) - 17 -16-2T 19.-17 323’

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Math 447 - Probabili Dikran Karagueuzian



Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.
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Note:

Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.

Remarks:

\ | \
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Note:

Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.

Remarks:

@ In Example 2.10, we worked out the probability of assigning 20
laborers to jobs requiring 6, 4, 5, and 5 laborers, respectively, such
that 4 particular laborers are assigned to the first job, with respect
to the random assignment.

| A

SUNY-Binghamton
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Note:

Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.

Remarks:

| A

@ In Example 2.10, we worked out the probability of assigning 20
laborers to jobs requiring 6, 4, 5, and 5 laborers, respectively, such
that 4 particular laborers are assigned to the first job, with respect
to the random assignment.

o If the question is, “Are the 4 laborers of the particular ethnic group
being treated uniformly?"”, this evidence is not conclusive by itself.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



L

Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.

Remarks:

| A

@ In Example 2.10, we worked out the probability of assigning 20
laborers to jobs requiring 6, 4, 5, and 5 laborers, respectively, such
that 4 particular laborers are assigned to the first job, with respect
to the random assignment.

o If the question is, “Are the 4 laborers of the particular ethnic group
being treated uniformly?"”, this evidence is not conclusive by itself.

@ There are two possible mitigating factors:

e Maybe not all assignments of laborers to the jobs are equally likely.
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L

Observe that it is easier to expand the factorial and cancel the common
factors out, than to compute the numerator and the denominator
separately and then do the division.

Remarks:

| A

@ In Example 2.10, we worked out the probability of assigning 20
laborers to jobs requiring 6, 4, 5, and 5 laborers, respectively, such
that 4 particular laborers are assigned to the first job, with respect
to the random assignment.

o If the question is, “Are the 4 laborers of the particular ethnic group
being treated uniformly?"”, this evidence is not conclusive by itself.

@ There are two possible mitigating factors:

e Maybe not all assignments of laborers to the jobs are equally likely.

o Maybe there were many chances to observe this event.
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If n=ny + - - - + ng, the number of ways of partitioning n objects into
subsets of size ny, ..., ng is the “Multinomial Coefficient”

n n!
nny ... ng nll-n2!.....nk!'
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Recall:

Theorem (2.3)

If n=ny + - - - + ng, the number of ways of partitioning n objects into
subsets of size ny, ..., ng is the “Multinomial Coefficient”

n n!
nny ... ng nll-n2!.....nk!'

Remark: Binomial Coefficients

Binomial coefficients are a special case of Multinomial coefficients (k=2).

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Recall:

Theorem (2.3)

If n=ny + - - - + ng, the number of ways of partitioning n objects into
subsets of size ny, ..., ng is the “Multinomial Coefficient”

n n!
nny ... ng nll-n2!.....nk!'

Remark: Binomial Coefficients

Binomial coefficients are a special case of Multinomial coefficients (k=2).
n!

Recall the binomial coefficient is written (:) = m
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Recall:

Theorem (2.3)

If n=ny + - - - + ng, the number of ways of partitioning n objects into
subsets of size ny, ..., ng is the “Multinomial Coefficient”

n n!
n np ... Ng n1!-n2!--~-~nk!'

Remark: Binomial Coefficients

Binomial coefficients are a special case of Multinomial coefficients (k=2).

|
n This is

Recall the binomial coefficient is written (Z) = m

the same as n _nil
k n—k 7k!-(n—k)!'
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Binomial Theorem:
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Binomial Theorem:

There is an analogous “Multinomial Theorem™:

n__ n n n,
(it +x)" = Z (nl ”.nk>X11~~ka~

Niyees Nk

E _nj=n
i
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Exercise 2.43
A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?
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L
Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

v
Answer:
v
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L
Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

v
Answer:

9 L
3 5 1) 31.50.1I
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L
Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

v
Answer:

9 9 . 9:8-7-6 5!
3 5 1) 31.50.11 3.2 .5l

SUNY-Binghamton
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L
Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

<3 2 1)23 : 9'8.7.(@..5{:9'8'7

SUNY-Binghamton

Math 447 - Probability Dikran Karagueuzian



L
Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

g 9 9.8.7-(8)-5 -
<3 5 1>_3I.5!.1!_ (3-2) -5 =0-.8-7=504.

SUNY-Binghamton

Math 447 - Probability Dikran Karagueuzian



Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

| A

Answer:

g 9 9.8.7-(8)-5 -
<3 5 1>_3I.5!.1!_ (3-2) -5 =0-.8-7=504.

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?
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Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

v
Answer:

g ol 9.8.7-(6)-51
<3 5 1>_3!-5!-1!_ 3-2) . 51 =9-8-7=>504.

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?
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Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

9 ol 9.8.7-(6)-51 -
<3 5 1>_3!-5!-1!_ (3-2) 57 =0-.8-7=504.

| A\

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?

“17 choose 2, 5, 10"
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Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

9 ol 9.8.7-(6)-51 -
<3 5 1>_3!-5!-1!_ (3-2) 57 =0-.8-7=504.

| A\

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?

1
“17 choose 2, 5, 10" = < ! )

2 5 10
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Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

9 ol 9.8.7-(6)-51 -
<3 5 1>_3!-5!-1!_ (3-2) 57 =0-.8-7=504.

| A\

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?

1 17!
“17 choose 2, 5, 10" = < f ) = %

2 5 10 I-50.10!
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Exercise 2.43

A fleet of nine taxis is to be dispatched to three airports in such a way
that three go to airport A, five go to airport B, and one goes to airport
C. In how many ways can this be accomplished?

Answer:

9 ol 9.8.7-(6)-51 -
<3 5 1>_3!-5!-1!_ (3-2) 57 =0-.8-7=504.

| A\

Exercise 2.45

What is the coefficient of x?y®z1% in the expansion of (x + y + z)!7?

]. ]. ! easy!
“17 choose 2, 5, 10" = ( ! ) - % ' 408408.

2 5 10 I-50.10!
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Conditional Probability and Independence
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Conditional Probability and Independence

Definition

The “Conditional probability of A given B” is

def P(AN B)
P(A| B) = W
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Conditional Probability and Independence

Definition

The “Conditional probability of A given B” is

def P(AN B)
P(A| B) = W

This is defined only if P(B) > 0.
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Conditional Probability and Independence

Definition

The “Conditional probability of A given B” is

def P(AN B)
P(A| B) = W

This is defined only if P(B) > 0.

Two dice are thrown: let A be the event that the total showing is > 10.
Let B be the event that one of the dice shows a 1.
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Conditional Probability and Independence

Definition

The “Conditional probability of A given B” is

def P(AN B)
P(A| B) = W

This is defined only if P(B) > 0.

Two dice are thrown: let A be the event that the total showing is > 10.

Let B be the event that one of the dice shows a 1. Then
1
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Conditional Probability and Independence

Definition

The “Conditional probability of A given B” is

def P(AN B)
P(A| B) = W

This is defined only if P(B) > 0.

Two dice are thrown: let A be the event that the total showing is > 10.

Let B be the event that one of the dice shows a 1. Then

P(A) = é, P(A| B) =0.
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Independent Events
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Independent Events

Definition
Two events A and B are independent if P(AN B) = P(A) - P(B).
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Independent Events

Definition

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.

v
Remarks:
v
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A).
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A). Also, if
P(A) > 0, this is equivalent to P(B | A) = P(B).
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A). Also, if
P(A) > 0, this is equivalent to P(B | A) = P(B).
@ Independence is very special — similar to orthogonality.
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).
Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A). Also, if
P(A) > 0, this is equivalent to P(B | A) = P(B).
@ Independence is very special — similar to orthogonality.

@ Sometimes independence is implicit: “We throw two dice”; it is
assumed here that the two dice are independent.
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).

Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A). Also, if
P(A) > 0, this is equivalent to P(B | A) = P(B).

@ Independence is very special — similar to orthogonality.

@ Sometimes independence is implicit: “We throw two dice”; it is
assumed here that the two dice are independent.

v

The Multiplicative Law of Probability:

P(ANB)=P(A|B)-P(B)=P(B|A)-P(A).
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Independent Events

Two events A and B are independent if P(AN B) = P(A) - P(B).

Otherwise the events are dependent.

V.

e If P(B) > 0, this is equivalent to P(A | B) = P(A). Also, if
P(A) > 0, this is equivalent to P(B | A) = P(B).

@ Independence is very special — similar to orthogonality.

@ Sometimes independence is implicit: “We throw two dice”; it is
assumed here that the two dice are independent.

v

The Multiplicative Law of Probability:

P(ANB)=P(A|B)-P(B)=P(B|A)-P(A).

Remark: P(A | B) # P(B | A) in general.
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The “Law of Total Probability”
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces:
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces: sets By, ..., Bk
contained in S so that

Q@ S=B1U---UB;,
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces: sets By, ..., Bk
contained in S so that

Q@ S=BU---UB,
9 B,-ﬁBj:V)fori;éj.
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces: sets By, ..., Bk
contained in S so that

Q@ S=BU---UB4,

9 B,-ﬁBj:V)fori;éj.

v

Law of Total Probability:

A\
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces: sets By, ..., Bk
contained in S so that

Q@ S=BU---UB4,

9 B,'mszwaI’i#j.

v

Law of Total Probability:

If By,..., By is a partition of S, then
k

P(A)=Y_P(A|B))-P(B).

i=1

A\
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The “Law of Total Probability”

Definition (Partition of a Set)

A “partition” of S is a division of S into disjoint pieces: sets By, ..., Bk
contained in S so that

Q@ S=BU---UB,
9 B,'mszwaI’i#j.

Law of Total Probability:

If By,..., By is a partition of S, then
k
P(A)=Y_P(A|B))-P(B).
i=1

This is really saying P(A) = ZLI P(AN B;).
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Theorem (Bayes' Rule)
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Theorem (Bayes' Rule)

If By, ..., By is a partition of S and P(B;) > 0 for all i, then
P(A | B))- P(B))
K

P(B; | A) =
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Theorem (Bayes' Rule)

If By, ..., By is a partition of S and P(B;) > 0 for all i, then
P(A | B))- P(B))
K

> P(A|B)- P(B)
i=1

P(B; | A) =
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Theorem (Bayes' Rule)

If By, ..., By is a partition of S and P(B;) > 0 for all i, then
P(A | B))- P(B))
K

> P(A|B)- P(B)
i=1

P(B; | A) =

By definition,
P(AN B;)

P8 1A= ~50h
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Theorem (Bayes' Rule)

If By, ..., By is a partition of S and P(B;) > 0 for all i, then
P(A | B))- P(B))
K

> P(A|B)- P(B)
i=1

P(B; | A) =

By definition,
P(AN B;)
P(Bj| A) = — 2
Now apply the law of total probability in the denominator. O
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive.
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive. The
problem asks: what is P(B; | A)?
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive. The
problem asks: what is P(B; | A)?

B P(A| By) - P(B1)
PEUA = by B+ (AT B P(B)
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive. The
problem asks: what is P(B; | A)?

B P(A| By) - P(B1)
PEUA = by B+ (AT B P(B)

Interpretation: There are two ways of testing positive:
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive. The
problem asks: what is P(B; | A)?

B P(A| By) - P(B1)
PEUA = by B+ (AT B P(B)

Interpretation: There are two ways of testing positive:
@ have the disease (P(A | By) - P(By)),
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You are a doctor, you have a 90% accurate test for a disease. The
prevalence of this disease in the population is 1%. A patient tests
positive. What is the probability that the patient actually has the disease?

We write B; = patient has the disease,
B, = patient does not have the disease, A = patient tests positive. The
problem asks: what is P(B; | A)?

B P(A| By) - P(B1)
PEUA = by B+ (AT B P(B)

Interpretation: There are two ways of testing positive:
@ have the disease (P(A | By) - P(By)), or
@ false positive (P(A | By) - P(B)).
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B;) = 1%.
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%.
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):

P(A| By) - P(B1)
(Al B1)- P(B1) + P(A| B2) - P(B2)

P(31|A):P
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| Bi) - P(B1)
P(A| Bi1)- P(B1) + P(A| By) - P(B)
(0.9)(0.01)
(0.9)(0.01) + (0.1)(0.99)

P(B1|A)=
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| By) - P(B1)
P(A|Bi)-P(B1) + P(A| By) - P(B2)
(0.9)(0.01)
(0.9)(0.01) + (0.1)(0.99)
_0.009
~0.009 + 0.099

P(B1|A)=
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| By) - P(B1)
P(A|Bi)-P(B1) + P(A| By) - P(B2)
(0.9)(0.01)
(0.9)(0.01) + (0.1)(0.99)
0009  0.009
~0.009 +0.099  0.108

P(B1|A)=
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| By) - P(B1)
P(A|Bi)-P(B1) + P(A| By) - P(B2)
(0.9)(0.01)
(0.9)(0.01) +(0.1)(0.99)
0.009 _0.009

~ 0.000 +0.099  0.108
1

V)

P(B1|A)=

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton



Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| By) - P(B1)
P(A|Bi)-P(B1) + P(A| By) - P(B2)
(0.9)(0.01)
(0.9)(0.01) + (0.1)(0.99)
0009  0.009
~0.009 +0.099  0.108

1
= — =~ 0.0833.
12

P(B1|A)=
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Example (continued):

We are given P(A | B1) = 90%, P(A | B2) = 10%, P(B1) = 1%. We can
deduce P(B,) = 99%. We plug this information in Bayes' formula
(previous slide):
P(A| By) - P(B1)
P(A|Bi)-P(B1) + P(A| By) - P(B2)
(0.9)(0.01)
(0.9)(0.01) + (0.1)(0.99)
0009  0.009
~0.009 +0.099  0.108

1
= — =~ 0.0833.
12

The probability that the patient actually has the disease is only about 8%.

P(B1|A)=
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Another way to think about this:
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.

If we know that a patient tests positive, we know that they are one of the
108 = 9 4 99 patients identified above.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.

If we know that a patient tests positive, we know that they are one of the
108 = 9 + 99 patients identified above. The number of those who
actually have the disease is 9.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.

If we know that a patient tests positive, we know that they are one of the
108 = 9 + 99 patients identified above. The number of those who
actually have the disease is 9. So the probability that a patient who tests

9
positive actually has the disease is 108 ~ 0.0833.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.

If we know that a patient tests positive, we know that they are one of the
108 = 9 + 99 patients identified above. The number of those who
actually have the disease is 9. So the probability that a patient who tests

9
positive actually has the disease is 108 ~ 0.0833.

The key to the analysis is: there are two ways to test positive: have
disease, or false positive.
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Another way to think about this:

Suppose in the same setup that we have 1000 patients, of which 10
actually have the disease. In this group, 9 will test positive. In the
remaining 990 patients, we will get 99 positive tests.

If we know that a patient tests positive, we know that they are one of the
108 = 9 + 99 patients identified above. The number of those who
actually have the disease is 9. So the probability that a patient who tests

9
positive actually has the disease is 108 ~ 0.0833.

The key to the analysis is: there are two ways to test positive: have
disease, or false positive.

Analysis: What is the relative likelihood of these two events?
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Vlad is to play a 2-game chess match with Gary and wishes to maximize
his chances of winning, and minimize Gary's chances of winning. To do

this, he may select a strategy right before he plays each game: timid or
bold.
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Vlad is to play a 2-game chess match with Gary and wishes to maximize
his chances of winning, and minimize Gary's chances of winning. To do

this, he may select a strategy right before he plays each game: timid or
bold.

Unfortunately, Gary is the superior player.
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Vlad is to play a 2-game chess match with Gary and wishes to maximize
his chances of winning, and minimize Gary's chances of winning. To do

this, he may select a strategy right before he plays each game: timid or

bold.

Unfortunately, Gary is the superior player. If Vlad plays timidly, Gary will
still win 10% of those games, and the rest will be draws. If Vlad plays

5
boldly, Gary will win 9 of those games, and lose the rest.
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Vlad is to play a 2-game chess match with Gary and wishes to maximize
his chances of winning, and minimize Gary's chances of winning. To do

this, he may select a strategy right before he plays each game: timid or
bold.

Unfortunately, Gary is the superior player. If Vlad plays timidly, Gary will
still win 10% of those games, and the rest will be draws. If Vlad plays

5
boldly, Gary will win 9 of those games, and lose the rest.

Describe Vlad's optimal strategy in this 2-game match.
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Analysis of the problem:
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = 5
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = 5 After 2
games, the player with more points wins the match.
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
(T) Timid: Gary wins 10%, draw 90%.

Math 447 - Probability Dikran Karagueuzian SUNY-Binghamton




Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
(T) Timid: Gary wins 10%, draw 90%.

(B) Bold: Gary wins g Vlad wins g
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
(T) Timid: Gary wins 10%, draw 90%.
(B) Bold: Gary wins g Vlad wins g

@ Conclusion of the problem: With the correct strategy, Vlad has
better chances of winning the match.
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
(T) Timid: Gary wins 10%, draw 90%.
(B) Bold: Gary wins g Vlad wins g

@ Conclusion of the problem: With the correct strategy, Vlad has
better chances of winning the match.

Correct Strategy:
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Analysis of the problem:

1
@ Scoring of a chess match: win = 1, loss = 0, draw = =. After 2

games, the player with more points wins the match. If the players
have the same number of points, the match is tied.

@ Gary is the better player, but Vlad can vary his strategy:
(T) Timid: Gary wins 10%, draw 90%.
(B) Bold: Gary wins g Vlad wins g

@ Conclusion of the problem: With the correct strategy, Vlad has
better chances of winning the match.

Correct Strategy:

Play boldly in the first game. If win, play timidly in the second game.
Otherwise, play boldly again.
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Exercise 2.133

A student answers a multiple-choice examination question that offers four
possible answers.
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Exercise 2.133
A student answers a multiple-choice examination question that offers four
possible answers.

Suppose the probability that the student knows the answer to the
question is .8 and the probability that the student will guess is .2.
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Exercise 2.133

A student answers a multiple-choice examination question that offers four
possible answers.

Suppose the probability that the student knows the answer to the
question is .8 and the probability that the student will guess is .2.

Assume that if the student guesses, the probability of selecting the
correct answer is .25.
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Exercise 2.133

A student answers a multiple-choice examination question that offers four
possible answers.

Suppose the probability that the student knows the answer to the
question is .8 and the probability that the student will guess is .2.

Assume that if the student guesses, the probability of selecting the
correct answer is .25.

If the student correctly answers a question, what is the probability that
the student really knew the correct answer?
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

@ What do we want?
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

e What do we want? P(N | C).
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

e What do we want? P(N | C).

@ Bayes' Formula:

] €)= P(C | N)P(N)

P(C | N)P(N) + P(C | N)P(N)
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

What do we want? P(N | C).
Bayes' Formula:

P(C | N)P(N)

PINTC) = P(C | N)P(N) + P(C | N)P(N)

@ Now plug in the numbers:
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

What do we want? P(N | C).
Bayes' Formula:

P(C | N)P(N)

PINTC) = P(C | N)P(N) + P(C | N)P(N)

@ Now plug in the numbers:

_ (1)(0.8)
PINTC) = (1)(0.8) + (0.25)(0.2)
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

What do we want? P(N | C).
Bayes' Formula:

P(C | N)P(N)

PINTC) = P(C | N)P(N) + P(C | N)P(N)

@ Now plug in the numbers:
(1)(0.8) ~0.80

PINTC)= (1)(0.8) + (0.25)(0.2) ~ 0.85
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

What do we want? P(N | C).
Bayes' Formula:

P(C | N)P(N)

PINTC) = P(C | N)P(N) + P(C | N)P(N)

@ Now plug in the numbers:
(1)(0.8) 080 16

PINTO) = D08) + (025)02) ~ 085~ 17
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@ Setup: name the events: N = student knows answer, N = student
does not know answer, C = student answers correctly.

@ Translate info from problem into notation:
P(N) = 0.8, P(N) = 0.2, P(C | N)=1,P(C | N) = 0.25.

What do we want? P(N | C).
Bayes' Formula:

P(C | N)P(N)

PINTC) = P(C | N)P(N) + P(C | N)P(N)

@ Now plug in the numbers:

(1)(0-8) _ 080 16 94.10%.

PINTO = D08) + (025)02) ~ 085~ 17
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Where does Bayes' Formula come from?
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Where does Bayes' Formula come from?

@ Setup: By,...,B, = partition of S, A = separate event.
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Where does Bayes' Formula come from?

@ Setup: Bi,..., B, = partition of S, A = separate event. Bayes'

Formula:
P(B; | A) = 5 P(A| Bi)P(B))

(Al B)P(By) + -+ P(A| By)P(B,)
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Where does Bayes' Formula come from?

@ Setup: Bi,..., B, = partition of S, A = separate event. Bayes'
Formula:
P(A| B))P(B;
PB: | A) (A| B)P(B) |
P(A | B1)P(B1) + -+ P(A| Bn)P(Bn)

@ To derive this, use the definition of conditional probability:
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Where does Bayes' Formula come from?

@ Setup: Bi,..., B, = partition of S, A = separate event. Bayes'
Formula:
P(A| B))P(B;
PB: | A) (A| B)P(B) |
P(A | B1)P(B1) + -+ P(A| Bn)P(Bn)

@ To derive this, use the definition of conditional probability:
P(BinA) P(A|B)P(Bi) o
P(Bi| A= = Multiol Law).
(Bi | A) P(A) P(A) (Multiplicative Law)
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