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#### Abstract

In this paper we give a new perspective on the Cauchy integral and transform and Hardy spaces for Diractype operators on manifolds with corners of codimension two. Instead of considering Banach or Hilbert spaces, we use polyhomogeneous functions on a geometrically "blown-up" version of the manifold called the total boundary blow-up introduced by Mazzeo and Melrose [R.R. Mazzeo, R.B. Melrose, Analytic surgery and the eta invariant, Geom. Funct. Anal. 5 (1) (1995) 14-75]. These polyhomogeneous functions are smooth everywhere on the original manifold except at the corners where they have a "Taylor series" (with possible log terms) in polar coordinates. The main application of our analysis is a complete Fredholm theory for boundary value problems of Dirac operators on manifolds with corners of codimension two.
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## 1. Introduction

Boundary value problems for Dirac operators on manifolds with smooth boundary have a complete systematic Fredholm theory $[15,20,107]$ developed by Calderón and Seeley. Now take a Dirac operator on a smooth manifold (e.g. $\left.\mathbb{R}^{n}\right)$ and restrict the Dirac operator to a manifold with corners inside the manifold (e.g. a polyhedral region in $\mathbb{R}^{n}$; cf. Section 2.1). For the restricted Dirac operator there is no complete Fredholm theory, rather each situation is handled via ad hoc

[^0]methods (cf. [30,41,58,72,80,84,97,101,102] and many more references in the sequel). One goal of this paper is to develop a complete Fredholm theory (see Theorem 2.5) on polyhomogeneous functions when the corners are of codimension two. This Fredholm theory is developed through the Cauchy integral and transform.

The Cauchy integral ( $=$ the Poisson operator) and the Cauchy transform ( $=$ the Calderón projector) have impacted many areas of science such as analytic function theory [56], physics [60], Fourier analysis [64], several complex variables [94], representation theory [40] and of course boundary value problems [12] to name a few areas. These singular integral operators are defined on function spaces associated to boundaries of manifolds and it is well known that when the boundary is smooth, these operators preserve smooth functions; however, when the boundary is not smooth, smooth functions are not preserved. For this reason, when the boundary is not smooth, the space of smooth functions is always completed to Banach spaces (Besov, Hölder, Sobolev, etc.) where many tools are available to facilitate the analysis of the Cauchy integral and transform [17,40,81,82]. In this paper we propose a geometric alternative (Theorems 2.1 and 2.2): We analyze the Cauchy integral and transform not on functions on the original manifold but on "smooth" (polyhomogeneous) functions on a geometrically "blown-up" version of the manifold called the total boundary blow-up introduced by Mazzeo and Melrose [71]. As remarked above, we apply our analysis of the Cauchy integral and transform to develop a complete Fredholm theory for boundary value problems of Dirac operators on manifolds with corners of codimension two (Theorem 2.5)—we determine exactly when a boundary value problem is "elliptic," that is, Fredholm. To precisely state our results, we recall the prerequisite material as it was developed, much of which we later generalize to the context in which we work.

### 1.1. Complex analysis and the Cauchy integral

We begin our introduction with a review of some well-known properties of the Cauchy integral (see [110] for more history). Let $X \subseteq \mathbb{C} \equiv \mathbb{R}^{2}$ be a smooth two-dimensional compact manifold with boundary in the complex plane where we orient the boundary in the usual counterclockwise manner. Then by Cauchy's integral formula $[12,27]$ we know that if $f$ is a holomorphic function on $X$, then

$$
\left.f(x)=\frac{i}{2 \pi} \int_{\partial X} \frac{f(y)}{x-y} d y \quad \text { for all } x \in \dot{X} \text { (the interior of } X\right) .
$$

The right-hand side of this equality defines a continuous map

$$
\mathcal{K}: C^{\infty}(\partial X) \rightarrow C^{\infty}(X)
$$

called the Cauchy integral or Poisson operator

$$
(\mathcal{K} \varphi)(x):=\frac{i}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} d y \quad \text { for all } \varphi \in C^{\infty}(\partial X)
$$

where $(\mathcal{K} \varphi)(x)$ is defined on $\partial X$ by continuity from the interior of $X$. For generalization later on, we rewrite $\mathcal{K}$ in the following way

$$
\begin{align*}
\mathcal{K} \varphi & =\frac{i}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} d y=\frac{i}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} \frac{d y}{d s} d s(y) \\
& =\frac{i}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} T(y) d s(y)=\frac{1}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} N(y) d s(y), \tag{1.1}
\end{align*}
$$

where $s$ denotes the arclength parameter, $T$ is the unit tangent vector to $\partial X$ and $N=i T$ is the inward unit normal. By Cauchy's integral formula we know that if $f$ is holomorphic on $X$, then $f=\mathcal{K}\left(\left.f\right|_{\partial X}\right)$, which says that $\mathcal{K}$ reproduces holomorphic functions from their boundary values. Thus, $\mathcal{K}$ can be called a "reproducing kernel." From this it follows that

$$
\operatorname{ran} \mathcal{K}=\operatorname{ker}\left(\bar{\partial}: C^{\infty}(X) \rightarrow C^{\infty}(X)\right)=\text { holomorphic functions on } X
$$

The "local implies global" property of $\mathcal{K}$ (local properties of $f$ on $\partial X$ determines $f$ on all of $X$ ) is a precursor to many of the topics covered in global analysis.

There is another way to write $\mathcal{K}$ that will be important in the sequel. Consider the CauchyRiemann operator

$$
\begin{equation*}
\bar{\partial}:=\partial_{x_{1}}+i \partial_{x_{2}}: C^{\infty}\left(\mathbb{R}^{2}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{2}\right) \tag{1.2}
\end{equation*}
$$

Although this operator is not invertible, it does have an inverse on compactly supported functions:

$$
\bar{\partial}^{-1} u:=\frac{1}{2 \pi} \int_{\mathbb{R}^{2}} \frac{u(y)}{x-y} d y \quad \text { for all } u \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)
$$

Then with this definition, we have $\bar{\partial} \circ \bar{\partial}^{-1}=\bar{\partial}^{-1} \circ \bar{\partial}=\mathrm{Id}$ on $C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$. Then the last expression in (1.1) shows that

$$
\begin{equation*}
\mathcal{K} \varphi=\bar{\partial}^{-1}\left(\delta_{\partial X} N \varphi\right) \quad \text { for all } \varphi \in C^{\infty}(\partial X), \tag{1.3}
\end{equation*}
$$

where $\delta_{\partial X}$ is the delta function concentrated on $\partial X$ and where the image of $\bar{\partial}^{-1}$ is initially restricted to $\dot{X}$ and then extended to $\partial X$ by continuity. This formula can be used to generalize the Cauchy integral operator to any differential operator with an inverse on compactly supported functions.

An operator closely related to the Cauchy integral operator is the Cauchy transform or Calderón projector

$$
\mathcal{C}: C^{\infty}(\partial X) \rightarrow C^{\infty}(\partial X)
$$

defined as

$$
\mathcal{C} \varphi:=\left.(\mathcal{K} \varphi)\right|_{\partial X} \quad \text { for all } \varphi \in C^{\infty}(\partial X) .
$$

If we define the Hardy or Cauchy-data space of $\bar{\partial}$ over $X$ by

$$
\mathcal{H}(\bar{\partial}):=\left\{\left.\phi\right|_{\partial X} \mid \phi \in C^{\infty}(X), \bar{\partial} \phi=0\right\},
$$

then it is well known (and easy to prove) that $\mathcal{C}$ has the following properties: $\mathcal{C}^{2}=\mathcal{C}, \mathcal{C}=\mathrm{Id}$ on $\mathcal{H}(\bar{\partial})$, and $\operatorname{ran} \mathcal{C}=\mathcal{H}(\bar{\partial})$. Here are the main properties of the Cauchy integral operator and Cauchy transform:

$$
\mathcal{K}: C^{\infty}(\partial X) \rightarrow C^{\infty}(X), \quad \operatorname{ran} \mathcal{K}=\operatorname{ker}\left(\bar{\partial}: C^{\infty}(X) \rightarrow C^{\infty}(X)\right)
$$

and

$$
\mathcal{C}: C^{\infty}(\partial X) \rightarrow C^{\infty}(\partial X), \quad \mathcal{C}^{2}=\mathcal{C}, \quad \mathcal{C}=\mathrm{Id} \quad \text { on } \mathcal{H}(\bar{\partial}), \quad \text { ran } \mathcal{C}=\mathcal{H}(\bar{\partial})
$$

### 1.2. Dirac-type operators

Let $(M, g)$ be a smooth Riemannian manifold (not necessarily compact) without boundary and let $E, F$ be vector bundles over $M$. A Dirac-type operator

$$
\mathcal{D}: C^{\infty}(M, E) \rightarrow C^{\infty}(M, F)
$$

is an elliptic first-order differential operator mapping sections of $E$ to sections of $F$ such that $\sigma\left(\mathcal{D}^{*} \mathcal{D}\right)=g$ where $\sigma$ denotes principal symbol. Some of the main examples include the original (Riemannian version of the) Dirac operator of P.A.M. Dirac [34], the Hodge-Dirac operator on differential forms [31], the Darboux-Dirac operator on anti-holomorphic differential forms [52], and of course the spin and spin ${ }^{\mathbb{C}}$ Dirac operators [8,46]; see Section 3.1 for more examples. An example that is a "hot" topic nowadays is Clifford analysis, which we shall cover in Section 3.2.

For a Dirac-type operator $\mathcal{D}$ on a (not necessarily compact) smooth Riemannian manifold $M$, motivated by the Cauchy-Riemann operator described earlier we shall assume that $\mathcal{D}$ has an inverse $\mathcal{D}^{-1}$ on compactly supported sections. Thus, our working assumptions are

$$
\begin{equation*}
\text { (I) } \mathcal{D}: C^{\infty}(M, E) \rightarrow C^{\infty}(M, F) \quad \text { is of Dirac-type } \tag{1.4}
\end{equation*}
$$

and there is an operator

$$
\begin{array}{ll}
\text { (II) } & \mathcal{D}^{-1}: C_{c}^{\infty}(M, F) \rightarrow C^{\infty}(M, E) \quad \text { with } \\
& \mathcal{D} \circ \mathcal{D}^{-1}=\mathrm{Id} \quad \text { on } C_{c}^{\infty}(M, F) \quad \text { and } \quad \mathcal{D}^{-1} \circ \mathcal{D}=\mathrm{Id} \quad \text { on } C_{c}^{\infty}(M, E) . \tag{1.5}
\end{array}
$$

In practice, we shall be working on a neighborhood of a compact manifold $X \subseteq M$ with boundary (or even corners) inside of $M$; then an arbitrary Dirac-type operator can be made invertible on a neighborhood of $X$ via the invertible double construction of Wojciechowski [15,114]. Thus, the assumption (1.5) is not restrictive.

Let $X$ be a compact manifold with smooth boundary in $M$ with $\operatorname{dim} X=\operatorname{dim} M$. In analogy with (1.3), we define the Cauchy integral or Poisson operator by

$$
\begin{equation*}
\mathcal{K} \varphi=\mathcal{D}^{-1}\left(\delta_{\partial X} G \varphi\right) \quad \text { for all } \varphi \in C^{\infty}(\partial X, E) \tag{1.6}
\end{equation*}
$$

where $\delta_{\partial X}$ is the delta function of the boundary, $G: E \rightarrow F$ is the principal symbol of $\mathcal{D}$ evaluated on the inward pointing unit normal vector field to $\partial X$, and where the image of $\mathcal{D}^{-1}$ is initially restricted to $\dot{X}$ and then extended to $\partial X$ by continuity.

In fact, a deep result of Calderón and Seeley $[20,107]$ states that

$$
\begin{equation*}
\mathcal{K}: C^{\infty}(\partial X, E) \rightarrow C^{\infty}(X, E) \quad \text { and } \quad \operatorname{ran} \mathcal{K}=\operatorname{ker}\left(\mathcal{D}: C^{\infty}(X, E) \rightarrow C^{\infty}(X, F)\right) \tag{1.7}
\end{equation*}
$$

The Cauchy transform or Calderón projector is the operator

$$
\mathcal{C}: C^{\infty}(\partial X, E) \rightarrow C^{\infty}(\partial X, E)
$$

defined by

$$
\begin{equation*}
\mathcal{C} \varphi:=\left.(\mathcal{K} \varphi)\right|_{\partial X} \quad \text { for all } \varphi \in C^{\infty}(\partial X, E) \tag{1.8}
\end{equation*}
$$

If we define the Hardy or Cauchy-data space of $\mathcal{D}$ over $X$ by

$$
\mathcal{H}(\mathcal{D}):=\left\{\left.\phi\right|_{\partial X} \mid \phi \in C^{\infty}(X, E), \mathcal{D} \phi=0\right\}
$$

then by works of Calderón and Seeley [20,107], the following properties hold:

$$
\begin{gather*}
\mathcal{C}: C^{\infty}(\partial X, E) \rightarrow C^{\infty}(\partial X, E) \\
\mathcal{C}^{2}=\mathcal{C}, \quad \mathcal{C}=\mathrm{Id} \quad \text { on } \mathcal{H}(\mathcal{D}), \quad \operatorname{ran} \mathcal{C}=\mathcal{H}(\mathcal{D}) \tag{1.9}
\end{gather*}
$$

There is a complete Fredholm theory for boundary value problems involving the Calderón projector: If $\mathcal{P}$ is any pseudodifferential projection on $C^{\infty}(\partial X, E)$, define

$$
\mathcal{D}_{\mathcal{P}}:=\mathcal{D}: \operatorname{dom}\left(\mathcal{D}_{\mathcal{P}}\right) \rightarrow C^{\infty}(X, F),
$$

where

$$
\operatorname{dom}\left(\mathcal{D}_{\mathcal{P}}\right):=\left\{\phi \in C^{\infty}(X, E) \mid \mathcal{P}\left(\left.\phi\right|_{\partial X}\right)=0\right\}
$$

then the following elegant Fredholm criterion holds [15]:

$$
\begin{align*}
& \mathcal{D}_{\mathcal{P}} \text { is Fredholm if and only if } \mathcal{P C}: \mathcal{H}(\mathcal{D}) \rightarrow \operatorname{ran} \mathcal{P} \text { is Fredholm, in which case } \\
& \text { ind } \mathcal{D}_{\mathcal{P}}=\operatorname{ind}(\mathcal{P C}: \mathcal{H}(\mathcal{D}) \rightarrow \operatorname{ran} \mathcal{P}) . \tag{1.10}
\end{align*}
$$

## 2. Goal of this paper and statement of main results

The goal of this paper is to extend the results (1.7), (1.9), and (1.10) for Dirac-type operators on manifolds with boundary to the case when $X$ has corners.

### 2.1. Manifolds with corners

Specifically, we are interested in the case of a manifold with corners of codimension two $X \subseteq M$. This means that if $n=\operatorname{dim} M$, then $X$ is locally diffeomorphic to either $\mathbb{R}^{n}$ (the interior points), $[0,1) \times \mathbb{R}^{n-1}$ (near the boundary but away from the corners), or $[0,1)^{2} \times \mathbb{R}^{n-2}$ (near the corners). See Fig. 1 for a couple of examples. It turns out that the results (1.7), (1.9), and (1.10) are not true when the smoothness of $X$ is relaxed. Indeed, define $C^{\infty}(X):=\left.C^{\infty}(M)\right|_{X}$ and $C^{\infty}(\partial X):=\left.C^{\infty}(M)\right|_{\partial X}$, and consider, for example, the case of $X \subseteq \mathbb{R}^{2}$ (a "tear drop" of angle $0<\theta_{0}<2 \pi$ ) given in Fig. 2.


Fig. 1. Examples of manifolds with corners of codimension two; the left-hand manifold in $\mathbb{R}^{2}$ and the right-hand manifold in $\mathbb{R}^{3}$. The right manifold is a solid "flattened sphere" in $\mathbb{R}^{3}$. Around the edge, this manifold is diffeomorphic to $[0,1)^{2} \times \mathbb{S}^{1}$.


Fig. 2. A manifold with a corner in the plane.
Example 1. If $(\mathcal{K} \varphi)(x):=\frac{i}{2 \pi} \int_{\partial X} \frac{\varphi(y)}{x-y} d y$, then $\mathcal{K}: C^{\infty}(\partial X) \rightarrow C^{\infty}(X)$ if and only if $\theta_{0}=\pi$; that is, if and only if $\partial X$ is smooth.

Sufficiency is just Calderón-Seeley and to prove necessity, consider $\varphi\left(x_{1}, x_{2}\right)=x_{1}$, which is a perfectly infinitely differentiable function. Then modulo a smooth function, for $x \in X$ (the interior of $X$ ) in terms of polar coordinates we can express $(\mathcal{K} \varphi)(x)$ as an integral over the rays $y=\rho, y=\rho e^{i \theta_{0}}$ for $0 \leqslant \rho \leqslant 1$ :

$$
\int_{\partial X} \frac{y_{1}}{x-y} d y \equiv \int_{0}^{1} \frac{\rho}{x-\rho} d \rho-\int_{0}^{1} \frac{\rho \cos \theta_{0}}{x-\rho e^{i \theta_{0}}} e^{i \theta_{0}} d \rho
$$

The integrals on the right can be evaluated explicitly using the partial fractions formula $\frac{a}{x-a}=$ $\frac{x}{x-a}-1$, and we find that modulo a smooth function at $x=0$,

$$
\begin{equation*}
\mathcal{K} \varphi=\int_{\partial X} \frac{y_{1}}{x-y} d y \equiv\left(1-\cos \theta_{0} e^{-i \theta_{0}}\right) x \log (-x) \tag{2.1}
\end{equation*}
$$

where $\log (-x)$ is the principal logarithm defined on $X$; note that if $x \in \dot{X}$, then $-x$ has argument in $(-\pi, \pi)$. In particular, in general we have a logarithmic singularity at $x=0$. Of course, the only angle for which this singularity vanishes is $\theta_{0}=\pi$; in this case, the sector is not really a sector, it is flat at the origin and hence $\partial X$ is actually smooth.

This simple example shows that in the general case, in order for the results of Calderón and Seeley (1.7), (1.9) to be valid, one needs to use spaces which are strictly larger than $C^{\infty}$; in other words, $C^{\infty}$ is too small. Common choices of function spaces include the familiar Banach spaces: $L^{p}$ spaces, Hölder spaces, Besov spaces, and Sobolev spaces, where the formulas (1.7), (1.9) do hold in appropriate spaces. We remark that the proofs of boundedness are nontrivial because in the presence of corners, the operators $\mathcal{K}$ and $\mathcal{C}$ are not pseudodifferential but at best are singular
integral operators [111] (when the boundary is $C^{1}$ some $C^{\infty}$ techniques can still be employed [38,96], but when the boundary is Lipschitz as in our case, the $C^{\infty}$ techniques breakdown). The fact that the standard Cauchy transform in the plane is bounded on $L^{p}(\partial X)$ was proved by Coifman, McIntosh, and Meyer [26] (cf. [25]) generalizing a result of Calderón [21]. This was later generalized by Murray [87] and then by McIntosh [74] to the Clifford-Dirac case in $\mathbb{R}^{n+1}$, which has many applications to the growing field of Clifford analysis; see for example [14,54, 61-63]. Finally, the Clifford-Dirac case was later generalized to the full Dirac operator case on a Riemannian manifold by Mitrea [69,83,84]. See also [1-6,9,49,65,112] and the books [17,41, $55,81,82,93$ ] for related results and more references. The methods used to prove boundedness on these Banach spaces work for Lipschitz domains and use, amongst other methods, singular harmonic measures (e.g. the Carleson measure), elliptic estimates, the Calderón rotation method (or commutator method), variational principles, a priori estimates, Clifford or Haar wavelets systems, and Littlewood-Paley theory.

### 2.2. A geometric "smooth function" approach via blow-up

The goal of this paper is to develop a "smooth" theory for the Poisson operator and Calderón projector on a manifold with corners. There are two obstructions to this goal: (1) We have to define what "smooth" means because we already know that (1.7), (1.9) fail if "smooth" is meant in the usual sense; (2) None of the techniques mentioned earlier (singular harmonic measures, etc.) that work for Banach spaces can be used for "smooth" functions so the standard approaches cannot be applied.

The idea of "smoothness" comes from a closer analysis of Example 1, in particular, the formula (2.1). Observe that if we introduce polar coordinates $x_{1}=r \cos \theta$ and $x_{2}=r \sin \theta$ in (2.1), then modulo a smooth function, for $\varphi\left(x_{1}, x_{2}\right)=x_{1}$, we can write

$$
\begin{equation*}
\mathcal{K} \varphi=\int_{\partial X} \frac{\varphi(y)}{x-y} d y \equiv f(\theta) r \log (r)+r g(\theta) \tag{2.2}
\end{equation*}
$$

where $f, g \in C^{\infty}\left(\left[0, \theta_{0}\right]\right)$ (there are formulas for $f, g$ but these are not important). Geometrically, the introduction of polar coordinates radially "blows-up" the corner as seen in Fig. 3; see Melrose [78,79] for the general notion. The manifold obtained by using polar coordinates near the original corner instead of the original rectangular coordinates is called the total boundary blow-up of $X$, denoted by $X_{\mathrm{tb}}$, and was introduced by Mazzeo and Melrose in [71].

In view of (2.2) we shall define "smoothness" as functions that are smooth on the interior of $X$, smooth up to the boundary hypersurfaces of $X$ away from the corners, and which near the corners look like (2.2) in polar coordinates. To make this precise, for a general manifold $X$ with corners of codimension two, we first form the new manifold $X_{\mathrm{tb}}$ by introducing polar coordinates near the corners of $X$; see Fig. 4 for a couple of examples. Thus, if $Y \subseteq X$ is a corner, then writing


Fig. 3. "Blowing-up" the corner (introducing polar coordinates) forms the manifold $X_{\mathrm{tb}}$.


Fig. 4. Two examples (a polygonal region in the plane and a solid squashed sphere) showing $X_{\mathrm{tb}}$, the total boundary blow-up, which is obtained by blowing up the corners.

$$
\begin{equation*}
X \cong[0,1)_{x_{1}} \times[0,1)_{x_{2}} \times Y \tag{2.3}
\end{equation*}
$$

near $Y$, introducing polar coordinates $x_{1}=r \cos \theta$ and $x_{2}=r \sin \theta$, we have

$$
\begin{equation*}
X_{\mathrm{tb}} \cong[0, \varepsilon)_{r} \times\left[0, \frac{\pi}{2}\right]_{\theta} \times Y, \quad \varepsilon>0 \tag{2.4}
\end{equation*}
$$

(Note that $\cong$ in (2.3) means "diffeomorphic to" not "isometric to"; in other words, the hypersurfaces intersecting that $Y$ do not have to intersect at $90^{\circ}$, they can intersect at any angle, but any angle in $\mathbb{R}^{2}$ is diffeomorphic to the standard upper right quadrant.)

For each corner $Y$ in $X$, let $\overline{\mathcal{I}}_{Y} \subseteq \mathbb{C} \times \mathbb{N}_{0}$ be a discrete subset with $\mathbb{N}_{0}=\{0,1,2, \ldots\}$; see Sections 4 and 5.3 and the definitions (5.9), (4.16) for thorough discussions of the properties of such a set, called an index set (the bar over $\overline{\mathcal{I}}_{Y}$ means that this index set is "completed" in a certain sense). Let $\overline{\mathcal{I}}=\left\{\overline{\mathcal{I}}_{Y} \mid Y\right.$ is a corner of $\left.X\right\}$. We define the polyhomogeneous space of functions $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)$ as the set of all functions $\phi$ that are $C^{\infty}$ on the interior of $X, C^{\infty}$ up to the interior of every boundary hypersurface of $X$, and if $Y \subseteq X$ is a corner of $X$, then in polar coordinates, $(r, \theta, y)$ near the corner as in (2.4), we have

$$
\begin{equation*}
\phi \sim \sum_{(\alpha, k) \in \overline{\mathcal{I}}_{Y}} r^{\alpha}(\log r)^{k} \psi_{\alpha, k}(\theta, y) \tag{2.5}
\end{equation*}
$$

where $\psi_{\alpha, k}(\theta, y) \in C^{\infty}\left(\left[0, \frac{\pi}{2}\right] \times Y\right)$. The meaning of " $\sim$ " basically means that for any $N \in \mathbb{N}$,

$$
\begin{equation*}
\phi=\sum_{(\alpha, k) \in \overline{\bar{I}}_{Y}, \mathfrak{\Re} \alpha \leqslant N} r^{\alpha}(\log r)^{k} \psi_{\alpha, k}(\theta, y)+r^{N} \phi_{N}(r, \theta, y), \tag{2.6}
\end{equation*}
$$

where $\phi_{N}(r, \theta, y)$ is continuous in $r \in[0, \varepsilon)$ and smooth in $(\theta, y) \in\left[0, \frac{\pi}{2}\right] \times Y$; see Section 4 for a precise definition. We define $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X):=\left.\left(\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)\right)\right|_{\partial X}$, where $\left.\right|_{\partial X}$ means restriction to the interior of each boundary hypersurface of $X$; this makes perfect sense since elements in $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)$ are $C^{\infty}$ (in particular, continuous) up to the interior each boundary hypersurface of $X$. The spaces $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)$ and $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X)$ have natural topologies explained easiest by convergence properties; for
example, if $\left\{\phi_{j}\right\}$ is a sequence in $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)$, then $\phi_{j} \rightarrow \phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}\right)$ means that $\phi_{j} \rightarrow \phi$ in the $C^{\infty}$ topology away from the blown-up corners and near the blown-up corners, the coefficients of $\phi_{j}$ in the expansion (2.6) (for any $N$ ) converge to the corresponding coefficients of $\phi$; see Section 5.3 for the precise topology on $\mathcal{A}^{\overline{\mathcal{I}}}$.

Such "polyhomogeneous functions" or "functions of asymptotic type" have occurred in a variety of contexts involving manifolds with singularities; see for example, Callias [22], Kondrat'ev [57], Maz'ja and Plamenevskiĭ [70], Mazzeo [72,73], Melrose and Mendoza [80], Rempel and Schulze [92], Schulze [100-102], and references therein. Recall our assumptions:

$$
\text { (I) } \mathcal{D}: C^{\infty}(M, E) \rightarrow C^{\infty}(M, F) \text { is of Dirac-type }
$$

over a smooth Riemannian manifold $M$ and (which can always be achieved on a neighborhood of any compact manifold with corners in $M$ ) there is an operator (II)

$$
\begin{aligned}
& \text { (II) } \quad \mathcal{D}^{-1}: C_{c}^{\infty}(M, F) \rightarrow C^{\infty}(M, E) \quad \text { with } \\
& \mathcal{D} \circ \mathcal{D}^{-1}=\mathrm{Id} \quad \text { on } C_{c}^{\infty}(M, F) \quad \text { and } \quad \mathcal{D}^{-1} \circ \mathcal{D}=\mathrm{Id} \quad \text { on } C_{c}^{\infty}(M, E) .
\end{aligned}
$$

Writing the Dirac operator in polar coordinates near any corner of the manifold with corners $X$ one can show that

$$
\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)
$$

As a side note, in Theorem 5.4 we prove that this map is surjective for any $\overline{\mathcal{I}}>-1$, where $\overline{\mathcal{I}}>-1$ just means that all the powers $\alpha$ in (2.4) are strictly larger than -1 . In the following theorem we extend the Calderón-Seeley result (1.7) to corners.

Theorem 2.1. Let $X$ be a compact manifold with corners of codimension two in $M$ with $\operatorname{dim} X=$ $\operatorname{dim} M$ and fix any index family $\overline{\mathcal{I}}>-1$. Then the Poisson operator defined by (1.6) extends to a continuous linear map

$$
\mathcal{K}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)
$$

such that

$$
\operatorname{ran} \mathcal{K}=\operatorname{ker}\left(\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)\right)
$$

Furthermore, $\mathcal{K}$ reproduces harmonic functions as seen in Theorem 2.4 below.
The condition $\overline{\mathcal{I}}>-1$ guarantees that if $\varphi \in \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$, then $\varphi \in L^{1}(\partial X, E)$, so $\mathcal{K} \varphi$ is at least defined as an $L^{1}$ function [69,83,84]; the point of the theorem is that $\mathcal{K} \varphi$ has the same structure as $\varphi$ itself. Define the Cauchy-Hardy space by

$$
\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}):=\left\{\left.\phi\right|_{\partial X} \mid \phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \quad \mathcal{D} \phi=0\right\}
$$

where $\left.\phi\right|_{\partial X}$ really means to restrict $\phi$ to the interior of each boundary hypersurface of $X$. We now extend the Calderón-Seeley result (1.9) to corners.

Theorem 2.2. Let $X$ be a compact manifold with corners of codimension two in $M$ with $\operatorname{dim} X=$ $\operatorname{dim} M$ and fix any index family $\overline{\mathcal{I}}>-1$. Then the Calderón projector given by (1.8) defines $a$ continuous linear projector

$$
\mathcal{C}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)
$$

whose range is exactly the Cauchy-Hardy space $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$. In other words,

$$
\mathcal{C}^{2}=\mathcal{C}, \quad \mathcal{C}=\mathrm{Id} \quad \text { on } \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}), \quad \text { and } \quad \operatorname{ran} \mathcal{C}=\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})
$$

For the specific example $M=\mathbb{R}^{n+1}, E=F=C \ell\left(\mathbb{R}^{n}\right)$, the Clifford algebra, and $\mathcal{D}$ the Clifford-Dirac operator considered in Section 3.2, the scalar part of

$$
\mathcal{K}: \mathcal{A}^{\overline{\mathcal{I}}}\left(\partial X, C \ell\left(\mathbb{R}^{n}\right)\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, C \ell\left(\mathbb{R}^{n}\right)\right)
$$

is exactly the double-layer potential operator for the Laplacian on $X_{\mathrm{tb}}$ and the scalar part of

$$
2 \mathcal{C}-\operatorname{Id}: \mathcal{A}^{\overline{\mathcal{I}}}\left(\partial X, C \ell\left(\mathbb{R}^{n}\right)\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}\left(\partial X, C \ell\left(\mathbb{R}^{n}\right)\right)
$$

is exactly the singular double-layer potential for the Laplacian on $X_{\mathrm{tb}}$; see Eq. (3.4) (cf. [26,82]). Therefore, Theorem 2.2 immediately implies the following.

Corollary 2.3. Let $X \subseteq \mathbb{R}^{n+1}$ be a compact manifold with corners of codimension two with $\operatorname{dim} X=n+1$ and fix any index family $\overline{\mathcal{I}}>-1$. Then the double-layer potential defines a continuous linear map from $\mathcal{A}^{\overline{\mathcal{I}}}\left(\partial X, C \ell\left(\mathbb{R}^{n}\right)\right)$ to $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, C \ell\left(\mathbb{R}^{n}\right)\right)$ and the singular double-layer potential operator defines a continuous linear map on $\mathcal{A}^{\overline{\mathcal{I}}}\left(\partial X, C \ell\left(\mathbb{R}^{n}\right)\right)$.

In a future paper we hope to use this corollary to prove existence of solutions on polyhomogeneous spaces to the Dirichlet and Neumann problems of the Laplacian on a manifold with corners of codimension two. This of course has already been done on Banach spaces, see for example the work of Dahlberg [29], Jerison and Kenig [50], Verchota [113]. See [75,82], for proofs of the existence of solutions to Laplace's equation on Banach spaces using Clifford analysis techniques.

Before discussing Fredholm properties of Dirac operators, we generalize Cauchy's theorem to polyhomogeneous spaces on manifolds with corners. Let $M_{\mathrm{tb}}$ denote the manifold obtained by blowing up the corners of $X$ in $M$, then blowing up the hypersurfaces of $X$ in $M$ as seen in Fig. 5. In the following theorem, $\mathcal{K}$ denotes the "full" Poisson operator, which means we initially restrict the image of $\mathcal{D}^{-1}$ in Eq. (1.6) to $M \backslash \partial X$.

Theorem 2.4. For $\overline{\mathcal{I}}>-1$, the Poisson operator defines a continuous linear map

$$
\mathcal{K}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}\left(M_{\mathrm{tb}}, E\right) .
$$

Moreover, if $\mathcal{D} \phi=0$, then Cauchy's formula holds

$$
(\mathcal{K} \varphi)(x)= \begin{cases}\phi(x), & x \in X_{\mathrm{tb}} \\ 0, & x \in M_{\mathrm{tb}} \backslash X_{\mathrm{tb}}\end{cases}
$$



Fig. 5. Blowing up the corners then blowing up the edges forms $M_{\mathrm{tb}}$. Here, $M_{\mathrm{tb}}$ is given by the $\mathbb{R}^{2} \backslash$ the "hallways $\cup$ bubbles" and consists of two connected components. Note that the bounded component is diffeomorphic to $X_{\mathrm{tb}}$.

Note that in Theorem 2.1, we were really talking about the restriction of the "full" Poisson operator to the subset $X_{\mathrm{tb}} \subseteq M_{\mathrm{tb}}$.

### 2.3. A complete Fredholm theory

It is well known (see the discussion by Mitrea [84, p. 209]) that there does not exist a general notion of regular elliptic problem for a Dirac operator on a manifold with corners but instead each specific problem must be dealt with via ad hoc methods; cf. also the books [30,41,58,101, 102]. However, using the results in this paper, we can give a complete and general notion of regular elliptic BVP on polyhomogeneous spaces.

Let $\mathcal{P}$ be a (not necessarily continuous) projection on $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$; that is, $\mathcal{P}$ is a linear map on $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$ with $\mathcal{P}^{2}=\mathcal{P}$. Consider the operator

$$
\begin{equation*}
\mathcal{D}_{\mathcal{P}}:=\mathcal{D}: \operatorname{dom}\left(\mathcal{D}_{\mathcal{P}}\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right), \tag{2.7}
\end{equation*}
$$

where

$$
\operatorname{dom}\left(\mathcal{D}_{\mathcal{P}}\right):=\left\{\phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \mid \mathcal{P}\left(\left.\phi\right|_{\partial X}\right)=0\right\} .
$$

In the following theorem we give a complete characterization of boundary value problems (2.7) that are Fredholm.

Theorem 2.5 (Complete Fredholm theory). For $\overline{\mathcal{I}}>-1$ and an arbitrary projection $\mathcal{P}$ on $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$, the operator

$$
\mathcal{D}_{\mathcal{P}}: \operatorname{dom}\left(\mathcal{D}_{\mathcal{P}}\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)
$$

is Fredholm; that is, has a finite-dimensional kernel and cokernel, if and only if the operator

$$
\mathcal{P C}: \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}) \rightarrow \operatorname{ran} \mathcal{P}
$$

is Fredholm, in which case

$$
\operatorname{ind} \mathcal{D}_{\mathcal{P}}=\operatorname{ind}\left(\mathcal{P C}: \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}) \rightarrow \operatorname{ran} \mathcal{P}\right)
$$

In fact, $\mathcal{D}_{\mathcal{P}}$ and $\mathcal{P C}$ have isomorphic kernels and cokernels.
Remark 2.6. Therefore, for a projection $\mathcal{P}$ on $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$ defining a boundary value problem $\mathcal{D}_{\mathcal{P}}$ for the Dirac operator $\mathcal{D}$, it makes sense to define this boundary value problem to be elliptic if and only if $\mathcal{P C}: \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}) \rightarrow \operatorname{ran} \mathcal{P}$ is Fredholm.

Finally, we remark that in a future paper, we hope to discuss the pseudodifferential nature of the Cauchy integral and transform as an element of a Boutet de Monvel [16] type calculus. See $[42,51,53,59,98,103,104]$ for more on the Boutet de Monvel calculus on manifolds with boundary and other singular manifolds. In our case, the Boutet de Monvel calculus is related to pseudodifferential calculi on manifolds with edges; see the works of Schulze and collaborators [59,89,97,99,106], especially without the transmission condition [105]; more specifically, the calculus is defined on the union of the hypersurfaces of a manifold with corners with special compatibility conditions between the hypersurfaces.

The rest of this paper is structured as follows. We begin in Section 3 by discussing and providing examples of Dirac-type operators. Next, in Section 4 we give the necessary background on manifolds with corners, blow-ups, and polyhomogeneous spaces. We also study the mapping properties of various transforms (Fourier, Laplace, etc.) on polyhomogeneous spaces. The main results in this paper rely heavily on the mapping properties of pseudodifferential operators on polyhomogeneous spaces. We study such mapping properties in Sections 5 and 6. In Section 7 we apply the results of the previous sections to prove our main results on the Cauchy integral and transform. Finally, in Section 8 we prove Theorem 2.5 on Fredholm boundary value problems for Dirac operators on polyhomogeneous spaces.

## 3. Dirac operators, Clifford algebras, and Clifford analysis

This section serves as background to Dirac operators. We especially focus on the CliffordDirac operator since this operator demands little prerequisites to define (unlike, for example, the spin Dirac operator $[8,46]$ ) and this operator plays a large rôle in the increasingly important and growing field of Clifford analysis [95].

### 3.1. Dirac operators

For vector bundles $E$ and $F$ over a Riemannian manifold $M$, a first-order differential operator

$$
\mathcal{D}: C^{\infty}(M, E) \rightarrow C^{\infty}(M, F)
$$

is said to be of Dirac-type if $\mathcal{D}$ is elliptic and the principal symbol of $\mathcal{D}^{*} \mathcal{D}$ is the metric. Here are some common Dirac-type operators.
(1) The Cauchy-Riemann operator. The most elementary Dirac operator is the Cauchy-Riemann operator $\bar{\partial}=\partial_{x_{1}}+i \partial_{x_{2}}$ already discussed in the introduction.
(2) The Hodge-Dirac operator [31]. If $d^{*}$ is the formal adjoint of the exterior derivative $d: C^{\infty}(M, \Lambda) \rightarrow C^{\infty}(M, \Lambda)$ acting on smooth forms on $M$, then $\mathcal{D}:=d+d^{*}$ is a Diractype operator.
(3) The $\bar{\partial}$-operator. If $M$ is a complex manifold and $\overline{\bar{\partial}}^{*}$ is the formal adjoint of the CauchyRiemann operator $\bar{\partial}: C^{\infty}\left(M, \Lambda^{0, k}\right) \rightarrow C^{\infty}\left(M, \Lambda^{0, k+1}\right)$ acting on smooth $0, k$ forms on $M$, then $\mathcal{D}:=\bar{\partial}+\bar{\partial}^{*}$ is a Dirac-type operator. This operator plays a key rôle in the Riemann-Roch-Hirzebruch theorem [13].
(4) The quaternionic Dirac operator. Let $\mathbb{H}$ denote the quaternions; thus, if $i, j, k$ denote the imaginary units of $\mathbb{H}$, then $i^{2}=j^{2}=k^{2}=i j k=-1, i j=k, j k=i, k i=j$, and multiplication is anticommutative. The operator, studied by Fueter [39],

$$
\mathcal{D}=\frac{\partial}{\partial x_{0}}+i \frac{\partial}{\partial x_{1}}+j \frac{\partial}{\partial x_{2}}+k \frac{\partial}{\partial x_{3}}: C^{\infty}\left(\mathbb{R}^{4}, \mathbb{H}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{4}, \mathbb{H}\right)
$$

is a Dirac-type operator. Here, the inner product on $\mathbb{H}$ is $a \bar{a}$ with $\bar{a}$ denoting the conjugate of $a$. Then

$$
\mathcal{D}^{*}=-\frac{\partial}{\partial x_{0}}+i \frac{\partial}{\partial x_{1}}+j \frac{\partial}{\partial x_{2}}+k \frac{\partial}{\partial x_{3}}
$$

so $\mathcal{D}^{*} \mathcal{D}=-\sum_{\ell=0}^{3} \partial_{x_{\ell}}^{2}=\Delta$ and therefore $\mathcal{D}$ is indeed a Dirac-type operator.
(5) The octonionic Dirac operator. Here, $\mathbb{O}$, the octonions or Cayley algebra, is the only nonassociative division algebra with real scalars and is showing much promise as a framework for studying the fundamental particles $[10,35,36,44,91]$. An element of this algebra is a sum

$$
\xi=a_{0}+a_{1} i+a_{2} j+a_{3} k+a_{4} k \ell+a_{5} j \ell+a_{6} i \ell+a_{7} \ell
$$

where each basis element by definition squares to -1 . Therefore, $\mathbb{O}$ has seven imaginary units. Multiplication of these imaginary units is governed by Fig. 6. Here, each straight line and the middle circle (joining three imaginary units) is to be thought of as a circle with the orientation of the line governed by the arrow on the line. Thus, the octonionic imaginary units are grouped into seven quaternionic subalgebras given by the lines and the middle circle. For example, the bottom line represents the multiplication $(i \ell) k=j \ell, k(j \ell)=i \ell$,


Fig. 6. A pictorial of the octonions adapted from Dray and Manogue [36].
and $(j \ell)(i \ell)=k$ and their anticommutators. Conjugation of $\xi, \bar{\xi}$, is the element defined by switching the sign of each imaginary unit. The norm of an octonian $\xi$ is defined by

$$
|\xi|^{2}:=\xi \bar{\xi}=a_{0}^{2}+a_{1}^{2}+\cdots+a_{7}^{2}
$$

One of the several types of Dirac operators associated to the octonions is the operator

$$
\mathcal{D}: C^{\infty}\left(\mathbb{R}^{8}, \mathbb{O}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{8}, \mathbb{O}\right)
$$

defined by the formula

$$
\mathcal{D}:=\frac{\partial}{\partial x_{0}}+i \frac{\partial}{\partial x_{1}}+j \frac{\partial}{\partial x_{2}}+\cdots+\ell \frac{\partial}{\partial x_{7}}
$$

which is easily checked to be of Dirac-type.

### 3.2. The Clifford-Dirac operator

The Clifford algebra on Euclidean space and its corresponding Dirac operator are higherdimensional analogs of the complex numbers and the Cauchy-Riemann operator; see [33] for a detailed account. For $n \geqslant 1$, recall that $C \ell\left(\mathbb{R}^{n}\right)$, introduced in 1878 by Clifford [23], is the $\mathbb{R}$-algebra generated by $n+1$ independent vectors $1, e_{1}, \ldots, e_{n}$ with $1 \in \mathbb{R}$ the multiplicative identity, governed by the rules

$$
\begin{equation*}
e_{i} e_{j}+e_{j} e_{i}=-2 \delta_{i j} \quad \text { for all } i, j=1, \ldots, n \tag{3.1}
\end{equation*}
$$

If $e_{0}:=1$, then we can consider $\mathbb{R}^{n+1} \subseteq C \ell\left(\mathbb{R}^{n}\right)$ as the span of $\left\{e_{0}, e_{1}, \ldots, e_{n}\right\}$, and if we put $e_{I}:=e_{i_{1}} e_{i_{2}} \cdots e_{i_{k}}$ for any increasing list $1 \leqslant i_{1}<i_{2}<\cdots<i_{k} \leqslant n$, then $e_{0}$ together with all the $e_{I}$ 's form a basis of $C \ell\left(\mathbb{R}^{n}\right)$. Thus, any element $a \in C \ell\left(\mathbb{R}^{n}\right)$ can be written in the form

$$
\begin{equation*}
a=\sum_{|I| \geqslant 0} a_{I} e_{I} \tag{3.2}
\end{equation*}
$$

where $|I|=i_{1}+\cdots+i_{k}$. In particular, $C \ell\left(\mathbb{R}^{n}\right)$ is $2^{n}$-dimensional. Note that if $n=1$, then the identity (3.1) is just $e_{1}^{2}=-1$. Hence, identifying $e_{1}$ with the complex number $i, C \ell\left(\mathbb{R}^{1}\right)$ is simply the complex numbers $\mathbb{C}$. Similarly, $C \ell\left(\mathbb{R}^{2}\right) \equiv \mathbb{H}$.

We define the Dirac operator (cf. $[18,86]$ )

$$
\mathcal{D}: C^{\infty}\left(\mathbb{R}^{n+1}, C \ell\left(\mathbb{R}^{n}\right)\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n+1}, C \ell\left(\mathbb{R}^{n}\right)\right)
$$

by the formula

$$
\mathcal{D}:=\sum_{j=0}^{n} e_{j} \frac{\partial}{\partial x_{j}}
$$

Here, $C^{\infty}\left(\mathbb{R}^{n+1}, C \ell\left(\mathbb{R}^{n}\right)\right)$ is the set of all smooth Clifford algebra-valued functions $\phi: \mathbb{R}^{n+1} \rightarrow$ $C \ell\left(\mathbb{R}^{n}\right)$, where smooth means that we have $\phi(x)=\sum_{|I| \geqslant 0} \phi_{I}(x) e_{I}$ with $\phi_{I}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ smooth for each $I$. Then

$$
\mathcal{D} \phi=\sum_{j=0}^{n} \sum_{|I| \geqslant 0} \frac{\partial \phi_{I}}{\partial x_{j}} e_{j} e_{I} .
$$

There is another Dirac operator defined by $\mathcal{D}^{\prime} \phi=\sum_{j=0}^{n} \sum_{|I| \geqslant 0} \frac{\partial \phi_{I}}{\partial x_{j}} e_{I} e_{j}$ (which is usually denoted by $\phi \mathcal{D}$ with $\phi$ on the left of $\mathcal{D}$ ), but we focus on $\mathcal{D}$ although everything stated below for $\mathcal{D}$ has an analogous statement for $\mathcal{D}^{\prime}$.

If $n=1$, and we identify $e_{1}$ with $i$, then $\mathcal{D}=\bar{\partial}=\partial_{x_{0}}+i \partial_{x_{1}}$, hence for general $n$, the operator $\mathcal{D}$ is a higher-dimensional analog of the Cauchy-Riemann operator. A function $\phi$ is (left-)monogenic if $\mathcal{D} \phi=0$ and the field of Clifford analysis is the study of monogenic functions. Thus, Clifford analysis is a higher-dimensional analog of complex analysis. In fact, all the familiar theorems from complex analysis: Cauchy's theorem, Morera's theorem, Liouville's theorem, Weierstrass' theorem on uniform convergence, the maximum modulus principle, the mean-value theorem, and so forth, have analogs in Clifford analysis [17,19,40,90]. Much of modern-day Clifford analysis was developed, amongst others, by Delanghe [32], Eichhorn [37], Iftimie [48], and Hestenes [45]; see Ryan [95] for a recent survey, and Clifford analysis has impacted many areas of mathematics; see for example [115] for an application of Clifford analysis to analyze the full water wave equation.

To define the formal adjoint $\mathcal{D}^{*}$ we need an inner product on $C \ell\left(\mathbb{R}^{n}\right)$. Given $a \in C \ell\left(\mathbb{R}^{n}\right)$ written as in (3.2) we define the scalar part of $a$ as $\operatorname{Sc}(a):=a_{0}$, the coefficient of $e_{0}$ in (3.2) and we define the Clifford conjugate of $a$ as the element

$$
\bar{a}:=\sum_{|I| \geqslant 0} a_{I} \bar{e}_{I}, \quad \text { where } \bar{e}_{I}:=(-1)^{k} e_{i_{k}} e_{i_{k-1}} \cdots e_{2} e_{1}, \bar{e}_{0}=e_{0}
$$

Note that $e_{I} \bar{e}_{I}=1$ and it is easy to check that for any $a, b \in C \ell\left(\mathbb{R}^{n}\right)$, we have $\overline{a b}=\bar{b} \bar{a}$. We define an inner product on $C \ell\left(\mathbb{R}^{n}\right)$ by

$$
\langle a, b\rangle:=\operatorname{Sc}(a \bar{b})=\sum_{|I| \geqslant 0} a_{I} b_{I}, \quad \text { for all } a, b \in C \ell\left(\mathbb{R}^{n}\right)
$$

Then, for $\phi, \psi \in C_{c}^{\infty}\left(\mathbb{R}^{n+1}, C \ell\left(\mathbb{R}^{n}\right)\right)$, we define

$$
\langle\phi, \psi\rangle:=\int\langle\phi(x), \psi(x)\rangle d x=\int \operatorname{Sc}(\phi(x) \bar{\psi}(x)) d x=\operatorname{Sc}\left(\int \phi(x) \bar{\psi}(x) d x\right)
$$

A straightforward computation shows that

$$
\mathcal{D}^{*}=-\overline{\mathcal{D}}=-\sum_{j=0}^{n} \bar{e}_{j} \frac{\partial}{\partial x_{j}}=-\frac{\partial}{\partial x_{0}}+\sum_{j=1}^{n} e_{j} \frac{\partial}{\partial x_{j}}
$$

Of course, this formula generalizes the identity $\left(\partial_{x_{0}}+i \partial_{x_{1}}\right)^{*}=-\partial_{x_{0}}+i \partial_{x_{1}}$ for the CauchyRiemann operator. One then easily finds that

$$
\mathcal{D}^{*} \mathcal{D}=\mathcal{D D}^{*}=-\sum_{j=0}^{n} \frac{\partial^{2}}{\partial x_{j}^{2}}=\Delta
$$

Hence, $\mathcal{D}$ is a Dirac-type operator.
We now define the Cauchy integral and transforms in this setting. First, it is well known that the fundamental solution of the Laplacian $\Delta$ is the operator

$$
E \phi=\int E(x-y) \phi(y) d y, \quad E(x):= \begin{cases}-\frac{1}{2 \pi} \log |x|, & \text { if } n=1, \\ -\frac{1}{\sigma_{n}} \frac{1}{|x|^{n-1}}, & \text { if } n>1,\end{cases}
$$

where $\sigma_{n}=2 \pi^{(n+1) / 2} / \Gamma((n+1) / 2)$ is the area of $\mathbb{S}^{n}$, and which satisfies $E \Delta=\Delta E=\mathrm{Id}$ on Schwartz functions. It is then straightforward to check that if

$$
e(x):=\mathcal{D}^{*} E(x)=\frac{1}{\sigma_{n}} \frac{\bar{x}}{|x|^{n+1}}
$$

with $\bar{x}=x_{0}-e_{1} x_{1}-\cdots-e_{n} x_{n}$, then on Schwartz functions, we have

$$
\begin{equation*}
\mathcal{D}^{-1} \phi=\int e(x-y) \phi(y) d y=\frac{1}{\sigma_{n}} \int_{\mathbb{R}^{n+1}} \frac{\overline{x-y}}{|x-y|^{n+1}} \phi(y) d y, \tag{3.3}
\end{equation*}
$$

in the sense that $\mathcal{D} \circ \mathcal{D}^{-1} \phi=\mathcal{D}^{-1} \circ \mathcal{D} \phi=\phi$ for all Schwartz functions $\phi$. Note that when $n=1$, this formulas reduces to

$$
\mathcal{D}^{-1} \phi=\frac{1}{2 \pi} \int \frac{1}{x-y} \phi(y) d y_{0} d y_{1} .
$$

In terms of the complex number $w=y_{0}+i y_{1}$, we have $d w \wedge \overline{d w}=-2 i d y_{0} \wedge d y_{1}$, therefore

$$
\bar{\partial}^{-1} \phi(z)=\frac{1}{4 \pi i} \int \frac{\phi(w)}{w-z} d w \wedge \overline{d w}
$$

the well-known formula from elementary complex analysis. Note: Usually there is a factor of $1 / 2$ in the definition of $\bar{\partial}$, namely, $\bar{\partial}$ is usually defined as $\frac{1}{2}\left(\partial_{x_{0}}+i \partial_{x_{1}}\right)$, in which case the factor in front of the above integral is $\frac{1}{2 \pi i}$ and not $\frac{1}{4 \pi i}$.

In view of (3.3) and the definition (1.6), the Cauchy integral or Poisson operator in the Clifford analysis context is the operator

$$
\begin{equation*}
\mathcal{K} \varphi=\frac{1}{\sigma_{n}} \int_{\partial X} \frac{\overline{x-y}}{|x-y|^{n+1}} G(y) \varphi(y) d S(y), \tag{3.4}
\end{equation*}
$$

where $G$ is Clifford multiplication by the inward pointing normal vector to $\partial X$ and $S$ is surface measure.

## 4. Polyhomogeneous expansions and asymptotics of $\boldsymbol{h}$-transforms

In this section we first review some ideas concerning analysis on manifolds with corners; standard references include [77,78], and [73]. The main results in this section occur in Sections 4.2 and 4.3 where we describe in great detail the properties of " $h$-transforms" (generalizations of Laplace and Fourier transforms) on polyhomogeneous functions. In particular, Theorems 4.4 and 4.8 will be used quite a bit in the sequel.

### 4.1. Analysis on manifolds with corners

We begin with a definition of a manifold with corners. An $n$-dimensional manifold with corners $Z$ is a Hausdorff paracompact topological space with $C^{\infty}$ structure given by local coordinate patches of the form

$$
\begin{equation*}
[0,1)^{k} \times(-1,1)^{n-k} \tag{4.1}
\end{equation*}
$$

where $k$ can be any integer between 0 and $n$ depending on where the patch is located in $Z$. A codimension $d$ face of $Z$ is the closure of a connected component of points in $Z$ which are origins of charts of the form (4.1) with $k=d$. The set $M_{d}(Z)$ denotes the set of all codimension $d$ faces of $Z$. The codimension of $Z$ is the largest $k$ that can occur in a local chart (4.1). For example, a manifold with boundary is just a codimension one manifold with corners.

Remark 4.1. In the terminology of Melrose [76], we should technically call $Z$ a tied manifold. A manifold with corners in the sense of Melrose [78] requires that each boundary hypersurface $H$, or codimension one face, be embedded in the sense that it has a globally defined boundary defining function; a nonnegative function in $C^{\infty}(Z)$ that vanishes only on $H$ where it has a nonzero differential. An example of a manifold with corners in the sense of this paper that is not a manifold with corners in the sense of [78] is the tear drop shown in Fig. 2 of Section 2.

### 4.1.1. Asymptotic expansions

We now discuss asymptotic expansions. Let $\mathcal{U}=[0,1)_{x}^{k} \times(-1,1)_{y}^{n-k}$. Then for $a=$ $\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k}$, the space of symbols $S^{a}(\mathcal{U})$ consists of smooth functions $u \in C^{\infty}(\mathcal{U})$ that can be expressed in the form

$$
\begin{equation*}
u(x, y)=x_{1}^{-a_{1}} \cdots x_{k}^{-a_{k}} v(x, y) \tag{4.2}
\end{equation*}
$$

where all " $b$-derivatives" [78] (that is, partials of the form $\left.\left(x \partial_{x}\right)^{\alpha} \partial_{y}^{\beta} v(x, y)\right)$ of $v(x, y)$ are locally bounded functions on $\mathcal{U}$; that is, bounded on compact subsets of $\mathcal{U}$. If $u$ has compact support, then for any $N=0,1,2, \ldots$ we define

$$
\begin{equation*}
\|u\|_{S^{a}, N}:=\sum_{|\beta|+|\gamma| \leqslant N}\left\|\left(x \partial_{x}\right)^{\beta} \partial_{y}^{\gamma} v(x, y)\right\|_{\infty} \tag{4.3}
\end{equation*}
$$

By taking a compact exhaustion of $\mathcal{U}$ we can make $S^{a}(\mathcal{U})$ into a Fréchet space using the norms (4.3) on compact subsets of $\mathcal{U}$; however, we will not need to do this although we shall use (4.3) later to define semi-norms on polyhomogeneous spaces.

Let $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}=\{0,1,2, \ldots\}$. $A\left(C^{\infty}\right)$ index set $\mathcal{I}$ is a discrete subset of $\mathbb{C} \times \mathbb{N}_{0}$ such that

- $(\alpha, k) \in \mathcal{I} \Rightarrow(\alpha, \ell) \in \mathcal{I}$ for all $0 \leqslant \ell \leqslant k$;
- given any $N \in \mathbb{R}$, the set $\{(\alpha, k) \in \mathcal{I} \mid \Re \alpha \leqslant N\}$ is finite (where $\mathfrak{R}$ denotes the real part);
- $(\alpha, k) \in \mathcal{I} \Rightarrow(\alpha+j, k) \in \mathcal{I}$ for all $j \in \mathbb{N}_{0}$.

If $\beta \in \mathbb{R}$, to say that $\mathcal{I}>\beta$ we mean that for any $(\alpha, k) \in \mathcal{I}$, we have $\Re \alpha>\beta$.
Given an index set $\mathcal{I}$, a function $u \in S^{a}(\mathcal{U})$ is said to have an asymptotic expansion at $x_{1}=0$ with index set $\mathcal{I}$ if, for each $N>0$, we can write

$$
\begin{equation*}
u(x, y)=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \alpha \leqslant N} x_{1}^{\alpha}\left(\log x_{1}\right)^{k} u_{(\alpha, k)}\left(x^{\prime}, y\right)+x_{1}^{N} u_{N}(x, y), \tag{4.4}
\end{equation*}
$$

where if $a=\left(a_{1}, a^{\prime}\right)$, then $u_{N}(x, y) \in S^{\left(0, a^{\prime}\right)}(\mathcal{U}), u_{(\alpha, k)}\left(x^{\prime}, y\right) \in S^{a^{\prime}}\left(\mathcal{U}^{\prime}\right)$ with $x=\left(x_{1}, x^{\prime}\right)$ and $\mathcal{U}^{\prime}=[0,1)_{x^{\prime}}^{k-1} \times(-1,1)_{y}^{n-k}$. It is common to write

$$
u(x, y) \sim \sum_{(\alpha, k) \in \mathcal{I}} x_{1}^{\alpha}\left(\log x_{1}\right)^{k} u_{(\alpha, k)}\left(x^{\prime}, y\right)
$$

to express the asymptotic expansion. For example, note that if $\mathcal{I}=\emptyset$, then the expansion property (4.4) holds if and only if for all $N>0$, we can write $u=x_{1}^{N} u_{N}(x, y)$ with $u_{N}(x, y) \in S^{a}(\mathcal{U})$. This is equivalent to the statement that $u$ vanishes with all derivatives at $x_{1}=0$. For another example, taking $\mathcal{I}=\mathbb{N}_{0}$, we see from (4.4) that for any $N>0$, we have

$$
\begin{equation*}
u(x, y)=\sum_{0 \leqslant j \leqslant N} x_{1}^{j} u_{j}\left(x^{\prime}, y\right)+x_{1}^{N} u_{N}(x, y) \tag{4.5}
\end{equation*}
$$

with $u_{N}(x, y) \in S^{a}(\mathcal{U})$ and $u_{j}\left(x^{\prime}, y\right) \in S^{a^{\prime}}\left(\mathcal{U}^{\prime}\right)$. This just means that $u(x, y)$ is $C^{\infty}$ in $x_{1}$ even down to $x_{1}=0$ and this expansion is nothing more than the Taylor expansion of $u(x, y)$ taken at $x_{1}=0$. Of course, asymptotic expansions at any other boundary $x_{i}=0$ for $i=2, \ldots, k$ are defined similarly.

On a manifold with corners $Z$ we can define symbol spaces and asymptotic expansions by reducing to the local cases described above. Henceforth assume that $Z$ has finitely many hypersurfaces $H_{1}, \ldots, H_{m}$. For $a=\left(a_{1}, \ldots, a_{m}\right) \in \mathbb{R}^{m}$, a function $u \in C^{\infty}(\dot{Z})$ is said to be in the symbol space $S^{a}(Z)$ if given any coordinate patch $\mathcal{U}=[0,1)_{x}^{k} \times(-1,1)_{y}^{n-k}$ and compactly supported function $\varphi \in C_{c}^{\infty}(\mathcal{U})$, we have $\varphi u \in S^{a_{\mathcal{U}}}(\mathcal{U})$ where $a_{\mathcal{U}}=\left(a_{i_{1}}, \ldots, a_{i_{k}}\right)$ with $\left\{x_{1}=0\right\}=H_{i_{1}} \cap \mathcal{U}, \ldots,\left\{x_{k}=0\right\}=H_{i_{k}} \cap \mathcal{U}$. Note that $S^{a \mathcal{U}}(\mathcal{U})$ has already been defined above.

A function $u \in S^{a}(Z)$ is said to have an asymptotic expansion at a hypersurface $H$ with index set $\mathcal{I}$, if for any patch $\mathcal{U}=[0,1)_{x_{1}} \times \mathcal{U}^{\prime}$ on $Z$ as in (4.1) with $H \cap \mathcal{U}=\left\{x_{1}=0\right\}$, and for any function $\varphi \in C_{c}^{\infty}(\mathcal{U})$, the function $\varphi u$ has an asymptotic expansion at $x_{1}=0$ with index set $\mathcal{I}$ in the sense described in (4.4). (One can show that the notion of symbol space and asymptotic expansion is independent of the choice of local coordinates (4.1); see [67,77].)

Let $\mathcal{H}$ be a collection of hypersurfaces of $Z$ and let $\mathcal{I}$ be a collection of index sets $\mathcal{I}=$ $\left\{\mathcal{I}_{H} \mid H \in \mathcal{H}\right\}$ associated to the collection of hypersurfaces $\mathcal{H}$. If $\beta \in \mathbb{R}$, to say that $\mathcal{I}>\beta$ we mean that for any $\mathcal{I}_{H} \in \mathcal{I}$, we have $\mathcal{I}_{H}>\beta$ and if $\beta \in \mathbb{C}$, we define $\mathcal{I}+\beta=\left\{\mathcal{I}_{H}+\beta\right\}$ where $\mathcal{I}_{H}+\beta=\left\{(\alpha+\beta, k) \mid(\alpha, k) \in \mathcal{I}_{H}\right\}$. We denote by $\mathcal{A}^{\mathcal{I}}(Z)$ the space of functions $u$ such that (i) $u \in S^{a}(Z)$ for some $a \in \mathbb{R}^{m}$ (depending on $\mathcal{I}$ and not on $u$ ), (ii) for each $H \in \mathcal{H}$ the function $u$ has an expansion at $H$ with index set $\mathcal{I}_{H}$, and (iii) if $H \notin \mathcal{H}$, then $u$ has an expansion at $H$
with index set $\mathcal{I}_{H}:=\mathbb{N}_{0}$. By the example given around (4.5), for $H \notin \mathcal{H}, u$ is smooth up to $H$ and note that the values of the $a_{i}$ 's in $S^{a}(Z)$ are related to the leading terms in the expansion (4.4). The letter " $\mathcal{A}$ " stands for "asymptotics." If $Z$ has exactly one hypersurface, then an index family $\mathcal{I}$ consists of just one set $\mathcal{I}=\{\mathcal{J}\}$ for an index set $\mathcal{J}$, in which case we denote $\mathcal{A}^{\mathcal{I}}(Z)$ by $\mathcal{A}^{\mathcal{J}}(Z)$.

The space $\mathcal{A}^{\mathcal{I}}(Z)$ has a Fréchet space structure described as follows. Let $u \in \mathcal{A}^{\mathcal{I}}(Z)$. Then $u \in S^{a}(Z)$ for some $a \in \mathbb{R}^{m}$ depending on $\mathcal{I}$. Let $H \in M_{1}(Z)$ and let $\mathcal{U}=[0,1)_{x}^{k} \times(-1,1)_{y}^{n-k}$ be a coordinate patch as in (4.1) with $H \cap \mathcal{U}=\left\{x_{1}=0\right\}$. Then for any $\varphi \in C_{c}^{\infty}(\mathcal{U})$ and $N \in \mathbb{N}_{0}$, we can write $(\varphi u)(x, y)$ as in (4.4) where $\mathcal{I}_{H}=\mathbb{N}_{0}$ if $H \notin \mathcal{H}$ :

$$
\begin{equation*}
\varphi(x, y) u(x, y)=\sum_{(\alpha, k) \in \mathcal{I}_{H}, \Re \alpha \leqslant N} x_{1}^{\alpha}\left(\log x_{1}\right)^{k} u_{(\alpha, k)}\left(x^{\prime}, y\right)+x_{1}^{N} u_{N}(x, y) \tag{4.6}
\end{equation*}
$$

where if $\varphi u \in S^{a_{\mathcal{U}}}(\mathcal{U})$ (using the notation in the definition of $S^{a}(Z)$ above) and $a_{\mathcal{U}}=\left(a_{i_{1}}, a^{\prime}\right)$, then $u_{N}(x, y) \in S^{\left(0, a^{\prime}\right)}(\mathcal{U}), u_{(\alpha, k)}\left(x^{\prime}, y\right) \in S^{a^{\prime}}\left(\mathcal{U}^{\prime}\right)$ with $x=\left(x_{1}, x^{\prime}\right)$ and $\mathcal{U}^{\prime}=[0,1)_{x^{\prime}}^{k-1} \times$ $(-1,1)_{y}^{n-k}$. We define

$$
\|\varphi u\|_{H, N}:=\left\|u_{N}\right\|_{S^{\left(0, a^{\prime}\right)}, N}+\sum_{(\alpha, k) \in \mathcal{I}_{H}, \Re \alpha \leqslant N}\left\|u_{(\alpha, k)}\right\|_{S^{a^{\prime}, N}}
$$

where the norms $\left\|\|_{S^{\left(0, a^{\prime}\right), N}}\right.$ and $\| \|_{S^{a^{\prime}, N}}$ are defined in (4.3). Let $\left\{\left(\mathcal{U}_{j}, \varphi_{j}\right)\right\}$ be a partition of unity of $Z$ where the $\mathcal{U}_{j}$ 's are charts of the form (4.1) and $\varphi_{j} \in C_{c}^{\infty}\left(\mathcal{U}_{j}\right)$. For each $H \in M_{1}(Z)$, let $J_{H}$ be the set of $j$ 's such that $\mathcal{U}_{j} \cap H \neq \emptyset$ and let $J$ be those $j$ 's such that $\mathcal{U}_{j}$ is in the interior of $Z$. Let $\left\|\|_{j, C^{N}}\right.$ be a $C^{N}$ norm over $\mathcal{U}_{j}$ for $j \in J$. For each $N \in \mathbb{N}_{0}$ we define

$$
\begin{equation*}
\|u\|_{N}:=\sum_{H \in M_{1}(Z)} \sum_{j \in J_{H}, j \leqslant N}\left\|\varphi_{j} u\right\|_{H, N}+\sum_{j \in J, j \leqslant N}\left\|\varphi_{j} u\right\|_{j, C^{N}} . \tag{4.7}
\end{equation*}
$$

With these norms, $\mathcal{A}^{\mathcal{I}}(Z)$ becomes a Fréchet space. One can check that in this topology, a sequence $\left\{u_{i}\right\}$, with $u_{i} \in \mathcal{A}^{\mathcal{I}}(Z)$, converges to $u \in \mathcal{A}^{\mathcal{I}}(Z)$ if and only if on compact subsets of the interior of $Z, u_{i} \rightarrow u$ in the $C^{\infty}$-topology, and in any expansion of the sort (4.6), the coefficients in the expansion of $\varphi u_{i}$ converge to the corresponding coefficients of $\varphi u$; that is, $u_{i,(\alpha, k)}\left(x^{\prime}, y\right) \rightarrow u_{(\alpha, k)}\left(x^{\prime}, y\right)$ in $S^{a^{\prime}}\left(\mathcal{U}^{\prime}\right)$ and $u_{i N}(x, y) \rightarrow u_{N}(x, y)$ in $S^{\left(0, a^{\prime}\right)}(\mathcal{U})$.

### 4.1.2. Blow-ups and compactifications

Let $Z$ be a manifold with corners and let $Y \subseteq Z$ be an embedded submanifold of codimension $\ell$, which by definition means that near each point of $Y$ there is a coordinate patch $\mathcal{U}=[0,1)^{k} \times(-1,1)^{n-k}$ of the form (4.1) on $Z$ such that $Y \cap \mathcal{U}$ is equal to the zero set of exactly $\ell$ of the coordinates $x_{1}, \ldots, x_{n}$. The blow-up $[Z ; Y]$ of $Z$ along $Y$ is then a new manifold with corners that has an atlas consisting of the usual coordinate patches on $Z \backslash Y$ together with polar coordinate patches over $Y$ in $Z$. For instance, if

$$
\mathcal{U}=[0,1)^{p} \times(-1,1)^{q} \times[0,1)^{k-p} \times(-1,1)^{n-k-q}
$$

with

$$
Y \cap \mathcal{U}=\{0\} \times\{0\} \times[0,1)^{k-p} \times(-1,1)^{n-k-q},
$$

then local coordinates for $[Z ; Y]$ are given by the original coordinates on the factor $[0,1)_{y}^{k-p} \times$ $(-1,1)_{y^{\prime}}^{n-k-q}$ together with polar coordinates on $[0,1)_{x}^{p} \times(-1,1)_{x^{\prime}}^{q}$ :

$$
r=\left|\left(x, x^{\prime}\right)\right| \geqslant 0, \quad \omega=\frac{\left(x, x^{\prime}\right)}{\left|\left(x, x^{\prime}\right)\right|} \in \mathbb{S}^{p+q-1}
$$

The blow-down map $\beta:[Z ; Y] \rightarrow Z$ is the map that takes a point in polar coordinates back to the original coordinates: $\left(r, \omega, y, y^{\prime}\right) \mapsto\left(x, x^{\prime}, y, y^{\prime}\right)$ where $\left(x, x^{\prime}\right)=r \omega$. For example, if $Z=\mathbb{R}^{n}$ and $Y=\{0\}$, then

$$
\left[\mathbb{R}^{n} ;\{0\}\right]=[0, \infty) \times \mathbb{S}^{n-1}
$$

is just the standard polar coordinates $r=|x|$ and $\omega=x /|x|$. The blow-down map in this case is just the map $(r, \omega) \mapsto x=r \omega$.

Back to our general discussion involving $[Z ; Y]$, if $X \subseteq Z$ is a closed subset of $Z$, then the lift of $X$ into $[Z ; Y], \beta^{*} X \subseteq[Z ; Y]$, is defined under the following conditions:

- if $Z \subseteq Y$, then we define $\beta^{*} X:=\beta^{-1}(X)$;
- if $X=\overline{X \backslash Y}$, then we define $\beta^{*} X:=\overline{\beta^{-1}(Y \backslash X)}$.

If $X$ satisfies either of these two conditions, and if in addition, $\beta^{*} X$ is an embedded submanifold of $[Z ; Y]$, then $[Z ; Y]$ blown-up along $\beta^{*} X$ is defined, and we denote it by $[Z ; Y ; X] \equiv$ [ $\left.[Z ; Y] ; \beta^{*} X\right]$. A family $\mathcal{Y}=\left\{Y_{1}, \ldots, Y_{N}\right\}$ of embedded submanifolds of $Z$ is said to intersect normally if the conormal bundles of $Y_{1}, \ldots, Y_{N}$ are independent at intersections; for example, this trivially holds when $Y_{1}, \ldots, Y_{N}$ are pairwise disjoint. For any normal family, the iterated blow-up

$$
\begin{equation*}
\left[Z ; Y_{i_{1}} ; \cdots ; Y_{i_{N}}\right]=\left[\left[\cdots\left[\left[Z ; Y_{i_{1}}\right] ; Y_{i_{2}}\right] \cdots ; Y_{i_{N}}\right]\right] \tag{4.8}
\end{equation*}
$$

is defined independent of the ordering [76]. This manifold is denoted by $[Z ; \mathcal{Y}]$. For example, if $Z$ is a manifold with corners of codimension two, then the submanifolds in $\mathcal{Y}=M_{2}(Z)$ are pairwise disjoint, so $Z_{\mathrm{tb}}:=\left[Z ; M_{2}(Z)\right]$ is defined.

We now describe compactifications. We denote by $\overline{[0, \infty)}$ the compactification of the interval $[0, \infty)$, which is obtained from $[0, \infty)$ by adding a point $0^{\prime}$ at infinity and using the function $\rho$ defined by $\rho=0$ at $0^{\prime}$ and $\rho:=\frac{1}{x}$ for $x \in(0, \infty)$ as the coordinate function near $0^{\prime}$. The manifold $\overline{[0, \infty)}$ has two boundary components, 0 and $0^{\prime}$. The compactification of $\mathbb{R}^{n}$, denoted by $\overline{\mathbb{R}^{n}}$, is the disjoint union of $\mathbb{R}^{n}$ with the sphere $\mathbb{S}^{n-1}$, which forms the "boundary at infinity." $\overline{\mathbb{R}^{n}}$ has the usual structure on the $\mathbb{R}^{n}$ portion of $\overline{\mathbb{R}^{n}}$ and outside of the point $0 \in \mathbb{R}^{n}$, where we identify $\mathbb{R}^{n} \backslash 0 \equiv(0, \infty)_{r} \times \mathbb{S}^{n-1}$ using polar coordinates, we identify $\overline{\mathbb{R}^{n}}$ with $\overline{[0, \infty)_{r}} \times \mathbb{S}^{n-1} \backslash(\{0\} \times$ $\left.\mathbb{S}^{n-1}\right)$. Thus, outside of the origin, $(\rho, \omega) \in[0, \infty) \times \mathbb{S}^{n-1}$ with $\rho=\frac{1}{r}$ define coordinates on $\overline{\mathbb{R}^{n}}$.

## 4.2. $h$-Transform expansions at $\infty$

Let $h(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ be a smooth bounded function. Then for $r>0$ and $\phi(\xi)$ a locally integrable function on $\mathbb{R}^{n}$, we shall analyze the following integral "transform"

$$
\begin{equation*}
\mathcal{T}_{h}(\phi, r):=\int_{\mathbb{R}^{n}} h(r \xi) \phi(\xi) d \xi \tag{4.9}
\end{equation*}
$$

when this integral can be given a meaning; see [66] for related results. Specifically, we shall assume that the function $h(\xi)$ is one of the following types:

Example 1: $h(\xi)=e^{-|\xi|}$. More generally we can consider $h(\xi)=e^{-t|\xi|}$ for $t \in(0, \infty)$. The $h$-transform (4.9) then represents a type of "Laplace transform."
Example 2: $h(\xi)=e^{i \gamma \cdot \xi}$ where $\gamma \in \mathbb{S}^{n-1}$. More generally we can consider $h(\xi)=e^{i \gamma \cdot \xi}$ for $\gamma \in \mathbb{R}^{n}$ nonzero. In this case, the integral (4.9) must be interpreted as an oscillatory integral as e.g. in Hörmander's book [47, Section 7.8].
Example 3: We can combine Examples 1 and 2 with

$$
h(\xi):=e^{i \gamma \cdot \xi-t|\xi|}
$$

where $(\gamma, t) \in \mathbb{R}^{n} \times[0, \infty)$ with $|\gamma|^{2}+t^{2}>0$. When $\gamma=0$ we have Example 1 and when $t=0$ we have Example 2.

In this section we shall study the asymptotic expansions of $\mathcal{T}_{h}(\phi, r)$ as $r \rightarrow \infty$ for $\phi \in$ $\mathcal{A}^{\mathcal{I}}\left(\left[\mathbb{R}^{n} ;\{0\}\right]\right)$ compactly supported. Here, we recall from Section 4.1 that $\left[\mathbb{R}^{n} ;\{0\}\right]=[0, \infty)_{r} \times$ $\mathbb{S}^{n-1}$ is the manifold $\mathbb{R}^{n}$ blown-up at $\{0\}$. In Section 4.3 we consider the behavior of $\mathcal{T}_{h}(\phi, r)$ as $r \rightarrow 0$. To study $r \rightarrow \infty$, we introduce the variable $\rho=1 / r$ and study

$$
\mathcal{T}_{h}\left(\phi, \frac{1}{\rho}\right)=\int h\left(\frac{\xi}{\rho}\right) \phi(\xi) d \xi
$$

as $\rho \rightarrow 0$. We begin with the following lemma. In this section, our standing assumption is that $h(\xi)$ is a function described in Examples 1-3 above.

Lemma 4.2. Let $\chi(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\chi(\xi) \equiv 1$ near 0 and $\chi(\xi) \equiv 0$ outside a neighborhood of 0 . Then given any function $\phi(\xi)$ of the form $\phi(\xi)=|\xi|^{\alpha}(\log |\xi|)^{k} a(\xi /|\xi|)$ where $a(\omega) \in C^{\infty}\left(\mathbb{S}^{n-1}\right), \Re \alpha>-n$ and $k \in \mathbb{N}_{0}$, there are constants $a_{j} \in \mathbb{C}$, such that

$$
\begin{equation*}
\mathcal{I}_{h}\left(\chi \phi, \frac{1}{\rho}\right)=\int h\left(\frac{\xi}{\rho}\right) \chi(\xi) \phi(\xi) d \xi \equiv \rho^{\alpha+n} \sum_{j=0}^{k} a_{j}(\log \rho)^{j}, \tag{4.10}
\end{equation*}
$$

modulo a smooth function on $[0, \infty)_{\rho}$ that vanishes to infinite order at $\rho=0$.
Proof. Scaling $\xi \mapsto \rho \xi$, one can see that for some constants $c_{k, j}$, we have

$$
\phi(\rho \xi)=\rho^{\alpha}|\xi|^{\alpha} a(\xi /|\xi|) \sum_{j=0}^{k} c_{k, j}(\log \rho)^{k-j}(\log |\xi|)^{j}
$$

Therefore, changing variables $\xi \mapsto \rho \xi$, we see that

$$
\begin{align*}
\mathcal{T}_{h}\left(\chi \phi, \frac{1}{\rho}\right) & =\int h\left(\frac{\xi}{\rho}\right) \chi(\xi) \phi(\xi) d \xi \\
& =\rho^{\alpha+n} \sum_{j=0}^{k} c_{k, j}(\log \rho)^{k-j} \int h(\xi) \chi(\rho \xi)|\xi|^{\alpha}(\log |\xi|)^{j} a(\xi /|\xi|) d \xi \tag{4.11}
\end{align*}
$$

Let us fix $j$ and consider the function

$$
f_{j}(\rho):=\int h(\xi) \chi(\rho \xi)|\xi|^{\alpha}(\log |\xi|)^{j} a(\xi /|\xi|) d \xi
$$

Note that $f_{j}(\rho)$ is smooth for $\rho \in(0, \infty)$; this is obvious if $t>0$ in $h(\xi)=e^{i \gamma \cdot \xi-t|\xi|}$ and if $t=0$, this smoothness follows from the oscillatory integral definition of the right-hand side of $f_{j}(\rho)$. We claim that $f_{j}^{\prime}(\rho)$ is smooth on $[0, \infty)$ and vanishes to infinite order at $\rho=0$. To see this, observe that since $\rho \partial_{\rho} \chi(\rho \xi)=\left(\xi \cdot \partial_{\xi} \chi\right)(\rho \xi)$, we have

$$
\rho \partial_{\rho} f_{j}(\rho)=\int h(\xi)\left(\xi \cdot \partial_{\xi} \chi\right)(\rho \xi)|\xi|^{\alpha}(\log |\xi|)^{j} a(\xi /|\xi|) d \xi
$$

Changing variables $\xi \mapsto \xi / \rho$ and expanding just as we did to get (4.11), we can write

$$
\rho \partial_{\rho} f_{j}(\rho)=\rho^{-\alpha-n} \sum_{i=0}^{j} c_{j, i}(-\log \rho)^{j-i} \int h\left(\frac{\xi}{\rho}\right)\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{\alpha}(\log |\xi|)^{i} a(\xi /|\xi|) d \xi
$$

Since $\chi(\xi) \equiv 1$ near 0 and $\chi(\xi) \equiv 0$ outside a neighborhood of 0 , the function

$$
\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{\alpha}(\log |\xi|)^{i} a(\xi /|\xi|)
$$

is a smooth compactly supported function on $\mathbb{R}^{n}$ vanishing near the origin. It follows that for the examples of $h$ we are considering that the function

$$
\int h\left(\frac{\xi}{\rho}\right)\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{\alpha}(\log |\xi|)^{i} a(\xi /|\xi|) d \xi
$$

is a smooth function of $\rho \in[0, \infty)$ vanishing to infinite order (that is, with all derivatives) at $\rho=0$-for $h(\xi)=e^{i \gamma \cdot \xi-t|\xi|}$ with $t>0$ this statement is obvious and in the Fourier transform example $h(\xi)=e^{i \gamma \cdot \xi}$, this statement is just the well-known fact that the Fourier transform of a Schwartz function is again a Schwartz function. In particular, $\rho \partial_{\rho} f_{j}(\rho)$ is smooth and vanishes to infinite order at $\rho=0$. Therefore $\partial_{\rho} f_{j}(\rho)$ is smooth on $[0, \infty)$ and vanishes to infinite order at $\rho=0$, and so by integration, we see that

$$
f_{j}(\rho)=f_{j}(0)+g_{j}(\rho),
$$

where $g_{j}(\rho)$ is smooth on $[0, \infty)$ and vanishes to infinite order at $\rho=0$. Substituting this into (4.11) we see that

$$
\mathcal{T}_{h}\left(\chi \phi, \frac{1}{\rho}\right) \equiv \rho^{\alpha+n} \sum_{j=0}^{k} c_{k, j}(\log \rho)^{k-j} f_{j}(0)
$$

modulo a function vanishing to infinite order at $\rho=0$. This concludes the proof.
Next, we need the following lemma.
Lemma 4.3. If $a(r, \omega) \in r^{N} S^{0}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$, with $N \geqslant 0$, is compactly supported, then the function

$$
A(\rho):=\int h\left(\frac{\xi}{\rho}\right) a(\xi) d \xi
$$

where $a(\xi):=a(|\xi|, \xi /|\xi|)$, defines an element of $\rho^{N+n-1} S^{0}\left([0, \infty)_{\rho}\right)$.
Proof. Recalling that $h(\xi)=e^{i \gamma \cdot \xi-t|\xi|}$, we need to show that

$$
\rho^{-N-n+1} A(\rho)=\rho^{-N-n+1} \int e^{i \frac{\gamma}{\rho} \cdot \xi} e^{-t \frac{|\xi|}{\rho}} a(\xi) d \xi \in S^{0}\left([0, \infty)_{\rho}\right)
$$

Note that $A(\rho)$ certainly has this property if $t>0$. Indeed, making the change of variables $\xi \mapsto \rho \xi$ in the formula for $A(\rho)$ we obtain

$$
\rho^{-N-n+1} A(\rho)=\rho^{-N+1} \int e^{i \gamma \cdot \xi} e^{-t|\xi|} a(\rho \xi) d \xi
$$

Using that $a(r, \omega) \in r^{N} S^{0}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$ is compactly supported in $r$, it is easy to check that $\rho^{-N-n+1} A(\rho) \in S^{0}([0, \infty))$ for $t>0$. Therefore we might as well assume from the very beginning that $t=0$ and $|\gamma|>0$. Summarizing, all we have to do is show that

$$
\rho^{-N-n+1} A(\rho)=\rho^{-N-n+1} \int e^{i \frac{\gamma}{\rho} \cdot \xi} a(\xi) d \xi \in S^{0}([0, \infty))
$$

Before proving this, we note that using the definition of $r^{N} S^{0}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$, one can check that for any $\beta$, there is a constant $C$ such that

$$
\begin{equation*}
\left|\partial_{\xi}^{\beta} a(\xi)\right| \leqslant C|\xi|^{N-|\beta|}, \quad \text { for }|\xi| \leqslant 1 \tag{4.12}
\end{equation*}
$$

Observe that if we define $L_{\gamma}:=-\frac{\gamma}{|\gamma|^{2}} \cdot D_{\xi}=-\frac{1}{i} \sum_{k=1}^{n} \frac{\gamma_{k}}{|\gamma|^{2}} \partial_{\xi_{k}}$, then

$$
L_{\gamma} e^{i \frac{\gamma}{\rho} \cdot \xi}=-\rho^{-1} e^{i \frac{\gamma}{\rho} \cdot \xi}
$$

Hence, using the estimates (4.12) to justify integrating by parts, we have

$$
\begin{aligned}
\rho^{-N-n+1} A(\rho) & =(-1)^{N+n-1} \int\left(L_{\gamma}^{N+n-1} e^{i \frac{\gamma}{\rho} \cdot \xi}\right) a(\xi) d \xi=\int e^{i \frac{\gamma}{\rho} \cdot \xi} L_{\gamma}^{N+n-1} a(\xi) d \xi \\
& =\int e^{i \frac{\gamma}{\rho} \cdot \xi} a_{0}(\xi) d \xi
\end{aligned}
$$

where $a_{0}(\xi):=L_{\gamma}^{N+n-1} a(\xi)$. By definition of our symbol spaces, it follows that in polar coordinates, $a_{0}(r, \omega) \in S^{n-1}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$ and of course is still compactly supported in $r$. Thus, we are reduced to proving the statement: if $a(r, \omega) \in S_{c}^{n-1}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$, where the subscript $c$ denotes compact support, then

$$
A(\rho):=\int e^{i \frac{\gamma}{\rho} \cdot \xi} a(\xi) d \xi
$$

is an element of $S^{0}([0, \infty))$. To prove this, first of all observe that $a(\xi)$ is integrable because $a(\xi)=\mathcal{O}\left(|\xi|^{-n+1}\right)$ near $\xi=0$, so $A$ is bounded. We claim that

$$
\begin{equation*}
\rho \partial_{\rho} A(\rho)=\int e^{i \frac{\gamma}{\rho} \cdot \xi} a_{1}(\xi) d \xi, \quad \text { where } a_{1} \in S_{c}^{n-1}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right) \tag{4.13}
\end{equation*}
$$

Once we prove this statement, given any $k \in \mathbb{N}$, induction proves that

$$
\left(\rho \partial_{\rho}\right)^{k} A(\rho)=\int e^{i \frac{\gamma}{\rho} \cdot \xi} a_{k}(\xi) d \xi, \quad \text { where } a_{k} \in S_{c}^{n-1}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)
$$

Since $a_{k}$ is integrable, $\left(\rho \partial_{\rho}\right)^{k} A(\rho)$ is bounded. Thus, $A(\rho) \in S^{0}([0, \infty))$. So, it remains to prove (4.13). To do so, we use the estimates (4.12) to justify integrating by parts and find that

$$
\begin{aligned}
\rho \partial_{\rho} A(\rho) & =-\rho^{-1} \int e^{i \frac{\gamma}{\rho} \cdot \xi}(i \gamma \cdot \xi) a(\xi) d \xi \\
& =\int\left(L_{\gamma} e^{i \frac{\gamma}{\rho} \cdot \xi}\right)(i \gamma \cdot \xi) a(\xi) d \xi \\
& =-\int e^{i \frac{\gamma}{\rho} \cdot \xi} L_{\gamma}[(i \gamma \cdot \xi) a(\xi)] d \xi
\end{aligned}
$$

Note that $L_{\gamma}[(i \gamma \cdot \xi) a(\xi)] \in S_{c}^{n-1}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$. Thus, (4.13) holds.
We can now prove the following theorem.

Theorem 4.4. If $\mathcal{I}>-n$, then

$$
\phi \in \mathcal{A}_{c}^{\mathcal{I}}\left(\left[\mathbb{R}^{n} ;\{0\}\right]\right) \quad \Longrightarrow \quad \mathcal{T}_{h}(\phi) \in \mathcal{A}^{\mathcal{I}+n}(\overline{[0, \infty)})
$$

where the subscript c denotes compact support and where on the right, $\mathcal{I}+n$ is associated to the boundary at infinity $0^{\prime}$ of the compactification $\overline{[0, \infty)}$. (Thus, $\mathcal{T}_{h}(\phi)$ is smooth at $0 \in \overline{[0, \infty)}$.)

Proof. If $\mathcal{I}>-n$ and $\phi \in \mathcal{A}_{c}^{\mathcal{I}}\left(\left[\mathbb{R}^{n} ;\{0\}\right]\right)$, then using the formula (4.9), it is easily seen that $\mathcal{T}_{h}(\phi, r)$ is smooth at $r=0$ (recalling that $\phi(\xi)$ has compact support). Thus, we just need to show that an expansion of the sort

$$
\phi(r, \omega) \sim \sum_{(\alpha, k) \in \mathcal{I}} r^{\alpha}(\log r)^{k} a_{\alpha, k}(\omega) \quad \text { as } r \rightarrow 0
$$

implies an expansion of the sort

$$
\mathcal{T}_{h}\left(\phi, \frac{1}{\rho}\right) \sim \sum_{(\alpha, k) \in \mathcal{I}} b_{\alpha, k} \rho^{\alpha+n}(\log \rho)^{k} \quad \text { as } \rho \rightarrow 0
$$

Let $\phi_{\alpha, k}=r^{\alpha}(\log r)^{k} a_{\alpha, k}(\omega)$ and let $\chi(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ with $\chi(\xi) \equiv 1$ near 0 and $\chi(\xi) \equiv 0$ outside a neighborhood of 0 . Then fixing any large $N \gg 0$, consider the finite expansion

$$
\phi(r \omega)=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \alpha \leqslant N} \chi(r \omega) \phi_{\alpha, k}(r \omega)+f_{N}(r, \omega),
$$

where $f_{N}(r, \omega) \in r^{N} S^{0}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$ and vanishes for $r$ large. Thus,

$$
\mathcal{T}_{h}\left(\phi, \frac{1}{\rho}\right)=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \leqslant N} \mathcal{T}_{h}\left(\chi \phi_{\alpha, k}, \frac{1}{\rho}\right)+\mathcal{T}_{h}\left(f_{N}, \frac{1}{\rho}\right) .
$$

By Lemma 4.2 we know that $\mathcal{T}_{h}\left(\chi \phi_{\alpha, k}, \frac{1}{\rho}\right)$ is of the form

$$
\mathcal{T}_{h}\left(\chi \phi_{\alpha, k}, \frac{1}{\rho}\right) \equiv \rho^{\alpha+n} \sum_{\ell=0}^{k} b_{\alpha, k, \ell}(\log \rho)^{\ell}
$$

modulo a smooth function on $[0, \infty)_{\rho}$ that vanishes to infinite order at $\rho=0$. Because $f_{N}(r, \omega) \in$ $r^{N} S^{0}\left([0, \infty)_{r} \times \mathbb{S}_{\omega}^{n-1}\right)$ and is compactly supported in $r$, by Lemma 4.3 we know that $\mathcal{T}_{h}\left(f_{N}, \frac{1}{\rho}\right) \in$ $\rho^{N+n-1} S^{0}\left([0, \infty)_{\rho}\right)$. Since $N \gg 0$ was completely arbitrary, this completes our proof.

Remark 4.5. By the proof of this theorem and the lemmas it used, one can check that if $\phi_{t} \in$ $\mathcal{A}^{\mathcal{I}}\left(\left[\mathbb{R}^{n} ;\{0\}\right]\right)$ depends smoothly on a parameter $t$ and has support in a fixed compact set for all parameters $t$, then $\mathcal{T}_{h}\left(\phi_{t}\right) \in \mathcal{A}^{\mathcal{I}+n}(\overline{[0, \infty)})$ also depends smoothly on $t$. Here, "smoothly" has a well-defined meaning since recall that $\mathcal{A}^{\mathcal{I}}\left(\left[\mathbb{R}^{n} ;\{0\}\right]\right)$ and $\mathcal{A}^{\mathcal{I}+n}(\overline{[0, \infty)})$ have natural Fréchet topologies, and differentiation for any Fréchet space-valued function is a well-defined notion.

## 4.3. $h$-Transform expansions at 0

We now give a "converse" to Theorem 4.4. We first prove the following lemma, which is akin to Lemma 4.2. The proof is similar, but there is a big twist pointed out near the middle of the proof.

Lemma 4.6. Let $\phi=\chi(\xi) a_{\beta, k}(\xi /|\xi|)|\xi|^{-\beta-n}(\log |\xi|)^{k}$ where $\beta \in \mathbb{C}$ and $\chi(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ is zero for $|\xi| \leqslant 1$ and identically 1 for $|\xi| \geqslant 2$. Then the $h$-transform

$$
\mathcal{T}_{h}(\phi, r)=\int h(r \xi) \phi(\xi) d \xi
$$

has the following expansion as $r \rightarrow 0$

$$
\mathcal{T}_{h}(\phi, r) \sim r^{\beta} \sum_{j=0}^{k} a_{j}(\log r)^{j}+r^{\beta} \sum_{j=0}^{k} b_{j}(\log r)^{j+1}+\sum_{\ell=0}^{\infty} \sum_{j=0}^{k} c_{\ell, j} r^{\ell}(\log r)^{j},
$$

where $b_{j}=0$ if $\beta \notin \mathbb{N}_{0}$.
Proof. Observe that

$$
\phi(\xi / r)=\chi(\xi / r) r^{\beta+n}|\xi|^{-\beta-n} a_{\beta, k}(\xi /|\xi|) \sum_{j=0}^{k} d_{k, j}(\log r)^{k-j}(\log |\xi|)^{j}
$$

for some constants $d_{k, j}$, therefore changing variables $\xi \mapsto \xi / r$, we see that

$$
\begin{align*}
\mathcal{T}_{h}(\phi, r) & =r^{-n} \int h(\xi) \phi(\xi / r) d \xi \\
& =r^{\beta} \sum_{j=0}^{k} d_{k, j}(\log r)^{k-j} \int h(\xi) \chi(\xi / r)|\xi|^{-\beta-n}(\log |\xi|)^{j} a_{\beta, k}(\xi /|\xi|) d \xi \tag{4.14}
\end{align*}
$$

Let us fix $j$ and consider the function

$$
f_{j}(r):=\int h(\xi) \chi(\xi / r)|\xi|^{-\beta-n}(\log |\xi|)^{j} a_{\beta, k}(\xi /|\xi|) d \xi
$$

note that $f_{j}(r)$ is smooth for $r \in(0, \infty)$. We now expand $f_{j}(r)$ by expanding $f_{j}^{\prime}(r)$. To do so, observe that since $r \partial_{r}(\chi(\xi / r))=-\left(\xi \cdot \partial_{\xi} \chi\right)(\xi / r)$, we have

$$
r \partial_{r} f_{j}(r)=-\int h(\xi)\left(\xi \cdot \partial_{\xi} \chi\right)(\xi / r)|\xi|^{-\beta-n}(\log |\xi|)^{j} a_{\beta, k}(\xi /|\xi|) d \xi
$$

Changing variables $\xi \mapsto r \xi$ and expanding, we can write

$$
r \partial_{r} f_{j}(r)=r^{-\beta} \sum_{i=0}^{j} d_{j, i}(-\log r)^{j-i} \int h(r \xi)\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{-\beta-n}(\log |\xi|)^{i} a_{\beta, k}(\xi /|\xi|) d \xi
$$

Observe that the function $\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{-\beta-n}(\log |\xi|)^{i} a_{\beta, k}(\xi /|\xi|)$ is a smooth compactly supported function on $\mathbb{R}^{n}$ (vanishing near the origin). It follows that the function

$$
\int h(r \xi)\left(\xi \cdot \partial_{\xi} \chi\right)(\xi)|\xi|^{-\beta-n}(\log |\xi|)^{i} a_{\beta, k}(\xi /|\xi|) d \xi
$$

is a smooth function of $r \in[0, \infty)$. Hence, after expanding this integral at $r=0$, we obtain

$$
r \partial_{r} f_{j}(r) \sim \sum_{\ell=0}^{\infty} \sum_{i=0}^{j} r^{-\beta+\ell} d_{j, i, \ell}(\log r)^{j-i} \quad \text { as } r \rightarrow 0
$$

for some constants $d_{j, i, \ell}$, or after division by $r$, we have

$$
\begin{equation*}
\partial_{r} f_{j}(r) \sim \sum_{\ell=0}^{\infty} \sum_{i=0}^{j} d_{j, i, \ell} r^{-\beta+\ell-1}(\log r)^{j-i} \quad \text { as } r \rightarrow 0 \tag{4.15}
\end{equation*}
$$

In the proof of Lemma 4.2, at this point the proof was basically finished because the function $\partial_{\rho} f_{j}(\rho)$ in that proof was identically zero in Taylor series at $\rho=0$; in our present situation, $\partial_{r} f_{j}(r)$ has an expansion at $r=0$, which needs to be integrated to find $f_{j}(r)$. To this end, observe that an integration by parts argument shows that for any complex number $\tau \neq-1$, we have

$$
\int t^{\tau}(\log t)^{k} d t=\frac{t^{\tau+1}}{\tau+1}(\log t)^{k}-\frac{k}{\tau+1} \int t^{\tau}(\log t)^{k-1} d t
$$

Using this recurrence formula, an induction argument shows that modulo an integration constant,

$$
\int t^{\tau}(\log t)^{k} d t=\sum_{j=0}^{k} C_{\tau, j} t^{\tau+1}(\log t)^{j}, \quad \tau \neq-1
$$

for some constants $C_{\tau, j}$; when $\tau=-1$, we have

$$
\int t^{\tau}(\log t)^{k} d t=\frac{1}{k+1}(\log t)^{k+1}, \quad \tau=-1
$$

Now integrating both sides of (4.15) and using the formulas for $\int t^{\tau}(\log t)^{k} d t$, we get a formula of the type

$$
f_{j}(r) \sim D_{j}+\sum_{i=0}^{j} C_{j i}(\log r)^{j-i+1}+\sum_{\ell=0}^{\infty} \sum_{i=0}^{j} D_{j, i, \ell} r^{-\beta+\ell}(\log r)^{j-i} \quad \text { as } r \rightarrow 0
$$

for some constants $D_{j}, C_{j i}, D_{j, i, \ell}$ and where $C_{j i}=0$ if $\beta \notin \mathbb{N}_{0}$. Now substituting this expression for $f_{j}(r)$ into (4.14) we obtain, as $r \rightarrow 0$,

$$
\begin{aligned}
\mathcal{T}_{h}(\phi, r) & =r^{\beta} \sum_{j=0}^{k} d_{k, j}(\log r)^{k-j} f_{j}(r) \\
& \sim r^{\beta} \sum_{j=0}^{k} d_{k, j} D_{j}(\log r)^{k-j}+r^{\beta} \sum_{j=0}^{k} \sum_{i=0}^{j} d_{k, j} C_{j i}(\log r)^{k-i+1}
\end{aligned}
$$

$$
+\sum_{\ell=0}^{\infty} \sum_{j=0}^{k} \sum_{i=0}^{j} D_{j, i, \ell} d_{k, j} r^{\ell}(\log r)^{k-i}
$$

This expansion completes our proof.
Next, we need the following technical result.
Lemma 4.7. Let $a_{1}, a_{2}, a_{3}, \ldots \in \mathcal{A}^{\mathcal{I}}([0, \infty))$ and suppose that $f:(0, \infty) \rightarrow \mathbb{C}$ has the property that for all $N \in \mathbb{N}$ sufficiently large, we can write

$$
f=\sum_{i=1}^{j} a_{i}+f_{j}
$$

where $f_{j} \in C^{\ell_{j}}([0, \infty))$ with $\ell_{j} \rightarrow \infty$ as $j \rightarrow \infty$. Then $f \in \mathcal{A}^{\mathcal{I} \cup \mathbb{N}_{0}}([0, \infty))$.
Proof. For fixed $N_{0} \in \mathbb{N}$, we shall prove that

$$
f=\sum_{(\alpha, k) \in \mathcal{I}, \Re \beta \alpha \leqslant N_{0}} r^{\alpha}(\log r)^{k} b_{\alpha, k}+\sum_{k=0}^{N_{0}-1} c_{k} r^{k}+r^{N_{0}} g_{N_{0}}
$$

where $g_{N_{0}} \in S^{0}([0, \infty))$; this proves our result. To prove this, choose $N \in \mathbb{N}$ and then choose $j$ such that $\ell_{j}>N_{0}+N$. Then by assumption we can write $f=\sum_{i=1}^{j} a_{i}+f_{j}$, where $f_{j} \in$ $C^{\ell_{j}}([0, \infty)) \subseteq C^{N_{0}+N}([0, \infty))$. In particular, expanding $f_{j}$ in Taylor series up to order $r^{N_{0}}$ we obtain

$$
f_{j}=\sum_{k=0}^{N_{0}-1} c_{k} r^{k}+r^{N_{0}} f_{N_{0}}(r)
$$

where $f_{N_{0}}(r) \in C^{N}([0, \infty))$. Expanding each $a_{i}$ up to a term that is $\mathcal{O}\left(r^{N_{0}}\right)$ we obtain

$$
a_{i}=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \alpha \leqslant N_{0}} r^{\alpha}(\log r)^{k} a_{i, \alpha, k}+r^{N_{0}} a_{i N_{0}}(r),
$$

where $a_{i N_{0}}(r) \in S^{0}([0, \infty))$. Hence,

$$
\begin{aligned}
f & =\sum_{i=1}^{j}\left(\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \alpha \leqslant N_{0}} r^{\alpha}(\log r)^{k} a_{i, \alpha, k}+r^{N_{0}} a_{i N_{0}}(r)\right)+\sum_{k=0}^{N_{0}-1} c_{k} r^{k}+r^{N_{0}} f_{N_{0}}(r) \\
& =\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \alpha \leqslant N_{0}} r^{\alpha}(\log r)^{k} b_{\alpha, k}+\sum_{k=0}^{N_{0}-1} c_{k} r^{k}+r^{N_{0}} g_{N_{0}}(r),
\end{aligned}
$$

where $b_{\alpha, k}=\sum_{i=1}^{j} a_{i, \alpha, k}$ and $g_{N_{0}}(r)=\sum_{i=1}^{j} a_{i N_{0}}(r)+f_{N_{0}}(r)$. Since $f_{N_{0}}(r) \in C^{N}([0, \infty))$ it follows that $\left(r \partial_{r}\right)^{k} g_{N_{0}}(r)$ is locally bounded on $[0, \infty)$ for all $k \leqslant N$ and $g_{N_{0}}(r)$ is in $C^{N}$
for $r$ away from zero. Of course, since $N$ is completely arbitrary, it follows that $g_{N_{0}}(r)$ is in $S^{0}([0, \infty))$. This completes our proof.

We now prove a converse statement to Theorem 4.4. To state this result, given an index set $\mathcal{I}$ we define the index set $\widehat{\mathcal{I}}$ as the index set defined as follows:

$$
(\alpha, k) \in \mathcal{I} \quad \Longrightarrow \quad\left\{\begin{array}{l}
(\alpha, k) \in \widehat{\mathcal{I}}  \tag{4.16}\\
(\alpha, k+1) \in \widehat{\mathcal{I}} \quad \text { if } \alpha \in \mathbb{N}_{0} \\
(j, k) \in \widehat{\mathcal{I}} \quad \text { for all } j \in \mathbb{N}_{0}
\end{array}\right.
$$

We box the formula because it plays such an important rôle in this paper. The following theorem gives a partial "converse" to Theorem 4.4.

Theorem 4.8. We have

$$
\phi \in \mathcal{A}^{\mathcal{I}+n}\left(\overline{\mathbb{R}^{n}}\right) \quad \Longrightarrow \quad \mathcal{T}_{h}(\phi) \in \mathcal{A}^{\widehat{\mathcal{I}}}([0, \infty))
$$

Proof. More explicitly, we need to show that an expansion of the sort

$$
\phi\left(\frac{1}{\rho}, \omega\right) \sim \sum_{(\beta, k) \in \mathcal{I}} \rho^{\beta+n}(\log \rho)^{k} a_{\beta, k}(\omega) \quad \text { as } \rho \rightarrow 0
$$

implies an expansion of the sort

$$
\mathcal{T}_{h}(\phi, r) \sim \sum_{(\beta, k) \in \widehat{\mathcal{I}}} b_{\beta, k} r^{\beta}(\log r)^{k} \quad \text { as } r \rightarrow 0
$$

If $\chi(\xi) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ with $\chi(\xi) \equiv 0$ near 0 and $\chi(\xi) \equiv 1$ outside a neighborhood of 0 , then

$$
\mathcal{T}_{h}(\phi)=\mathcal{T}_{h}(\chi \phi)+\mathcal{T}_{h}((1-\chi) \phi)
$$

Since a smooth compactly supported function gives rise to an $h$-transform that is smooth at $r=0$, the term $\mathcal{T}_{h}((1-\chi) \phi)$ is smooth at $r=0$, so we may focus on $\mathcal{T}_{h}(\chi \phi)$. Put

$$
\phi_{\beta, k}(\xi):=\chi\left(\frac{\omega}{\rho}\right) \rho^{\beta+n}(\log \rho)^{k} a_{\beta, k}(\omega)=\chi(\xi)|\xi|^{-\beta-n}(-\log |\xi|)^{k} a_{\beta, k}(\xi /|\xi|)
$$

where $\rho=1 /|\xi|$ and $\omega=\xi /|\xi|$. Then fixing any large $N \gg 0$, consider the finite expansion

$$
\chi \phi=\sum_{(\beta, k) \in \mathcal{I}, \Re \beta \leqslant N} \phi_{\beta, k}(\xi)+f_{N}(\rho, \omega),
$$

where $f_{N}(\rho, \omega) \in \rho^{N} S^{0}\left([0, \infty)_{\rho} \times \mathbb{S}_{\omega}^{n-1}\right)$ and vanishes for $\rho$ large (that is, near the origin in $\mathbb{R}^{n}$ ). In particular,

$$
\mathcal{T}_{h}(\chi \phi, r)=\sum_{(\beta, k) \in \mathcal{I}, \Re \beta \leqslant N} \mathcal{T}_{h}\left(\phi_{\beta, k}, r\right)+\mathcal{T}_{h}\left(f_{N}, r\right)
$$

By Lemma 4.6 we know that as $r \rightarrow 0$ we can write

$$
\mathcal{T}_{h}\left(\phi_{\beta, k}, r\right) \sim r^{\beta} \sum_{j=0}^{k} a_{j}(\log r)^{j}+r^{\beta} \sum_{j=0}^{k} b_{j}(\log r)^{j+1}+\sum_{\ell=0}^{\infty} \sum_{j=0}^{k} c_{\ell, j} r^{\ell}(\log r)^{j},
$$

where $b_{j}=0$ if $\beta \notin \mathbb{N}_{0}$, which implies that $\phi_{\beta, k} \in \mathcal{A}^{\widehat{\mathcal{I}}}([0, \infty))$ by definition of $\widehat{\mathcal{I}}$ in (4.16). Because $f_{N}(\rho, \omega) \in \rho^{N} S^{0}\left([0, \infty)_{\rho} \times \mathbb{S}_{\omega}^{n-1}\right)=\mathcal{O}\left(|\xi|^{-N}\right)$ and is compactly supported in $\rho$, it follows that

$$
\mathcal{T}_{h}\left(f_{N}, r\right)=\int h(r \xi) f_{N}(\xi) d \xi \in C^{N-n-1}([0, \infty))
$$

Since $N-n-1 \rightarrow \infty$ as $N \rightarrow \infty$, by Lemma 4.7 it follows that $\mathcal{T}_{h}(\phi) \in \mathcal{A}^{\widehat{\mathcal{I}} \cup \mathbb{N}_{0}}([0, \infty))$. Finally, since $\mathbb{N}_{0} \subseteq \widehat{\mathcal{I}}$, we have $\mathcal{A}^{\widehat{\mathcal{I}} \cup \mathbb{N}_{0}}([0, \infty))=\mathcal{A}^{\widehat{\mathcal{I}}}([0, \infty))$ and our proof is complete.

Remark 4.9. Remark 4.5 holds for Theorem 4.8 as well: If $\phi_{t} \in \mathcal{A}^{\mathcal{I}+n}\left(\overline{\mathbb{R}^{n}}\right)$ depends smoothly on a parameter $t$, then $\mathcal{T}_{h}\left(\phi_{t}\right) \in \mathcal{A}^{\widehat{\mathcal{I}}}([0, \infty))$ also depends smoothly on $t$.

## 5. PDOs on blown-up spaces $I$

Suppose we have a (classical) pseudodifferential operator on a smooth manifold without boundary. If we blow-up codimension two submanifolds inside $M$, what are the mapping properties (if any) of the pseudodifferential operator on polyhomogeneous functions on the resulting blown-up manifold? The goal of this section is to answer this question (see Theorem 5.2) and then use the answer to derive properties of our Dirac operator (see Theorems 5.3 and 5.4).

### 5.1. Symbols and polyhomogeneous functions

Let $M$ be a smooth manifold without boundary and let $N \subseteq M$ be a connected codimension two embedded submanifold of $M$; thus, centered at each point in $N$ there is a coordinate patch $\mathcal{U}$ of $M$ such that

$$
\begin{equation*}
\mathcal{U}=\mathcal{V} \times \mathcal{W} \tag{5.1}
\end{equation*}
$$

where $\mathcal{V} \subseteq \mathbb{R}^{2}$ is open containing $(0,0)$ and $\mathcal{W} \subseteq \mathbb{R}^{n-2}$ is open such that $\mathcal{U} \cap N=\{(0,0)\} \times$ $\mathcal{W}$. Assume that $\phi \in \mathcal{A}^{\mathcal{I}}([M ; N])$ is supported in the coordinate patch (5.1). Recall from (4.4) this means that with $(u, v)=r \omega$ written in polar coordinates, where $(u, v)$ are the rectangular coordinates on $\mathcal{V}$, we have, for any $N \gg 0$,

$$
\begin{equation*}
\phi(r \omega, y)=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \leqslant N} r^{\alpha}(\log r)^{k} a_{\alpha, k}(\omega, y)+r^{N} f_{N}(r, \omega, y), \tag{5.2}
\end{equation*}
$$

where the coefficients $a_{\alpha, k}(\omega, y)$ are smooth functions of $\omega$ and $y$ and are compactly supported in $y$, and $f_{N}(r, \omega, y)$ is bounded with all $b$-derivatives in $r \in[0, \infty)$ and derivatives in $\omega$ and $y$.

Note that the expansion (5.2) and the fact that $\phi$ is compactly supported in $y$ are equivalent to the statement

$$
y \mapsto \phi(u, v, y) \in C_{c}^{\infty}\left(\mathcal{W} ; \mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])\right)
$$

the compactly supported functions in $\mathcal{W}$ with values in the space $\mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])$. Here we recall that $\mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])$ has a natural Fréchet topology so the notion $\phi \in C_{c}^{\infty}\left(\mathcal{W} ; \mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])\right)$ is well defined. Below we shall use similar Fréchet space-valued notation so we do not have to write out long expansions of the sort (5.2). For example, $\mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}^{m}}\right)\right.$ ), which appears in Lemma 5.1 below, denotes the space of all $\mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}^{m}}\right)$-valued Schwartz functions on $\mathbb{R}^{n}$. For any $\alpha \in \mathbb{C}$, we define

$$
S_{c \ell}^{-\alpha}\left(\mathbb{R}^{p}\right):=\mathcal{A}^{\alpha+\mathbb{N}_{0}}\left(\overline{\mathbb{R}^{p}}\right)
$$

where $\alpha+\mathbb{N}_{0}=\left\{\alpha+k \mid k \in \mathbb{N}_{0}\right\}$. It is straightforward to check that $a(\eta) \in S_{c \ell}^{-\alpha}\left(\mathbb{R}^{p}\right)$ just means that $a(\eta)$ is a classical symbol of order $\alpha$ in the usual sense: For any $N$ we can write

$$
\begin{equation*}
a(\eta)=\sum_{j=0}^{N} \chi(\eta) a_{j}\left(\frac{\eta}{|\eta|}\right)|\eta|^{-\alpha-j}+\left(1+|\eta|^{2}\right)^{-\frac{\alpha+N+1}{2}} b_{N}(\eta), \tag{5.3}
\end{equation*}
$$

where $\chi(\eta)=0$ near $\eta=0$ and $\chi(\eta)=1$ for $\eta \geqslant 1, a_{j} \in C^{\infty}\left(\mathbb{S}^{p-1}\right)$, and for any $\gamma$ the function $|\eta|^{|\gamma|} \partial_{\eta}^{\gamma} b_{N}(\eta)$ is bounded.

The following lemma will be an important ingredient in the theorems in the subsequent sections.

Lemma 5.1. For any $\alpha \in \mathbb{C}$ and index set $\mathcal{I}$, if $a(\xi, \tau) \in S_{c \ell}^{-\alpha}\left(\mathbb{R}^{m} \times \mathbb{R}^{n}\right)$ and $\tau \mapsto \varphi(\xi, \tau) \in$ $\mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}^{m}}\right)\right)$, then

$$
\tau \mapsto a(\xi, \tau) \varphi(\xi, \tau) \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\alpha+\mathcal{I}}\left(\overline{\mathbb{R}^{m}}\right)\right)
$$

Proof. Since $\varphi(\xi, \tau) \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}^{m}}\right)\right)$, for any $N \gg 0$ we can write

$$
\varphi(\xi, \tau)=\sum_{(\beta, k) \in \mathcal{I}, \Re \beta \leqslant N} \chi(\xi)|\xi|^{-\beta}(\log |\xi|)^{k} \varphi_{\beta, k}(\tau)+\left(1+|\xi|^{2}\right)^{-\frac{N+1}{2}} R_{N}(\xi, \tau),
$$

where $\chi(\xi)=0$ near $\xi=0$ and $\chi(\xi)=1$ for $|\xi| \geqslant 1, \varphi_{\beta, k}(\tau) \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, and for any multi-indices $\mu, \nu, \gamma$,

$$
\begin{equation*}
\xi^{\mu} \tau^{\gamma} \partial_{\xi}^{\mu} \partial_{\tau}^{\nu} R_{N}(\xi, \tau) \quad \text { is bounded. } \tag{5.4}
\end{equation*}
$$

Now let $\varphi(\tau) \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ and suppose we can show that for any $N \gg 0$, we can write

$$
\begin{equation*}
a(\xi, \tau) \varphi(\tau)=\sum_{j=0}^{N} \chi(\xi)|\xi|^{-\alpha-j} \psi_{j}(\tau)+\left(1+|\xi|^{2}\right)^{-\frac{\alpha+N+1}{2}} S_{N}(\xi, \tau) \tag{5.5}
\end{equation*}
$$

where $\psi_{j}(\tau) \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, and $S_{N}(\xi, \tau)$ has the same boundedness property (5.4) as $R_{N}(\xi, \tau)$ above. Then writing

$$
\begin{aligned}
a(\xi, \tau) \varphi(\xi, \tau)= & \sum_{(\beta, k) \in \mathcal{I}, \Re \beta \leqslant N} \chi(\xi)|\xi|^{-\beta}(\log |\xi|)^{k} a(\xi, \tau) \varphi_{\beta, k}(\tau) \\
& +\left(1+|\xi|^{2}\right)^{-\frac{N+1}{2}} a(\xi, \tau) R_{N}(\xi, \tau),
\end{aligned}
$$

and applying the expansion (5.5) to $a(\xi, \tau) \varphi_{\beta, k}(\tau)$ for each $\beta, k$, it follows that

$$
\tau \mapsto a(\xi, \tau) \varphi(\xi, \tau) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\alpha+\mathcal{I}}\left(\overline{\mathbb{R}_{\xi}^{m}}\right)\right)
$$

which is exactly the statement of this lemma. Thus, it suffices to prove (5.5).
To prove (5.5) we first use the expansion (5.3) of elements in the symbol space $S_{c \ell}^{-\alpha}\left(\mathbb{R}^{m} \times \mathbb{R}^{n}\right)$ : For any $N$ we can write

$$
a(\xi, \tau)=\sum_{j=0}^{N} \chi(\xi, \tau) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j}+\left(1+|\xi|^{2}+|\tau|^{2}\right)^{-\frac{\alpha+N+1}{2}} b_{N}(\xi, \tau)
$$

where $\langle\xi, \tau\rangle=\left(|\xi|^{2}+|\tau|^{2}\right)^{1 / 2}, \chi(\xi, \tau)=0$ near $(\xi, \tau)=0$ and $\chi(\xi, \tau)=1$ for $\langle\xi, \tau\rangle \geqslant 1$, $a_{j}(\theta) \in C^{\infty}\left(\mathbb{S}^{m+n-1}\right)$, and for any $\gamma$,

$$
\langle\xi, \tau\rangle^{|\gamma|} \partial_{(\xi, \tau)}^{\gamma} b_{N}(\xi, \tau) \quad \text { is bounded. }
$$

Thus,

$$
\begin{aligned}
a(\xi, \tau) \varphi(\tau)= & \sum_{j=0}^{N} \chi(\xi, \tau) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau)+\left(1+|\xi|^{2}+|\tau|^{2}\right)^{-\frac{\alpha+N+1}{2}} b_{N}(\xi, \tau) \varphi(\tau) \\
= & \sum_{j=0}^{N} \chi(\xi, \tau) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau) \\
& +\left(1+|\xi|^{2}\right)^{-\frac{\alpha+N+1}{2}}\left[\left(1+\frac{|\tau|^{2}}{1+|\xi|^{2}}\right)^{-\frac{\alpha+N+1}{2}} b_{N}(\xi, \tau) \varphi(\tau)\right]
\end{aligned}
$$

The remainder term in brackets is easily shown to satisfy the boundedness property (5.4). Therefore, to prove (5.5) it suffices to prove that for each $j$,

$$
\chi(\xi, \tau) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau)
$$

has an expansion of the form (5.5). To see this, first write

$$
\begin{aligned}
& \chi(\xi, \tau) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau) \\
& \quad=\chi(\xi) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau)+(\chi(\xi, \tau)-\chi(\xi)) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau)
\end{aligned}
$$

Notice that for $|\xi| \geqslant 1$, we have $\chi(\xi, \tau)-\chi(\xi)=1-1=0$, so we can drop the last term and focus on the first term $\chi(\xi) a_{j}(\theta)\langle\xi, \tau\rangle^{-\alpha-j} \varphi(\tau)$.

In summary, we have reduced our theorem to deriving an expansion of the sort (5.5) for the special case

$$
a(\xi, \tau)=\chi(\xi) b(\theta)\langle\xi, \tau\rangle^{-\alpha} \quad \text { and } \quad \varphi(\tau) \in \mathscr{S}\left(\mathbb{R}^{n}\right)
$$

where $b(\theta) \in C^{\infty}\left(\mathbb{S}^{m+n-1}\right)$. By choosing a partition of unity of the sphere $\mathbb{S}^{m+n-1}$, we may further consider two cases for any fixed $c>0$ :

Case 1. $a(\xi, \tau)$ is supported in an angle of the form $|\xi| \leqslant c|\tau|$.
Case 2. $a(\xi, \tau)$ is supported in an angle of the form $|\tau| \leqslant c|\xi|$.
In Case 1 , for any $N \gg 0$, we can write

$$
a(\xi, \tau) \varphi(\tau)=\left(1+|\xi|^{2}\right)^{-N / 2} \cdot\left(\frac{1+|\xi|^{2}}{1+|\tau|^{2}}\right)^{N / 2} a(\xi, \tau) \varphi_{N}(\tau)
$$

where $\varphi_{N}(\tau)=\left(1+|\tau|^{2}\right)^{N / 2} \varphi(\tau)$ is still a Schwartz function and the function $\left(\frac{1+|\xi|^{2}}{1+|\tau|^{2}}\right)^{N / 2}$ is bounded. Therefore, if $a(\xi, \tau)$ is supported in an angle $|\xi| \leqslant c|\tau|$, then because of the decaying term $\left(1+|\xi|^{2}\right)^{-N / 2}$ and the arbitrariness of $N$ it is clear that such a term will contribute to the residual term in (5.5). Therefore, we may consider Case 2 when $a(\xi, \tau)$ is supported in an angle of the form $|\tau| \leqslant c|\xi|$. In this case, we may use projective coordinates

$$
\theta=\left(\theta_{1}, \theta_{2}\right)=\left(\frac{\xi}{|\xi|}, \frac{\tau}{|\xi|}\right),
$$

which are coordinates on the sphere $\mathbb{S}^{m+n-1}$ in the region where $|\tau| \leqslant c|\xi|$ (in fact, even in the larger region where $|\xi|>0$ ). In this case, we have

$$
a(\xi, \tau) \varphi(\tau)=\chi(\xi)\langle\xi, \tau\rangle^{-\alpha} \varphi(\tau) b\left(\frac{\xi}{|\xi|}, \frac{\tau}{|\xi|}\right) .
$$

Expanding $b\left(\theta_{1}, \theta_{2}\right)$ in a partial Taylor expansion at $\theta_{2}=0$, we get

$$
\begin{equation*}
b\left(\frac{\xi}{|\xi|}, \frac{\tau}{|\xi|}\right)=\sum_{|\gamma|=0}^{N} b_{\gamma}\left(\frac{\xi}{|\xi|}\right) \tau^{\gamma}|\xi|^{-|\gamma|}+\sum_{|\gamma|=N+1} \tau^{\gamma}|\xi|^{-N-1} b_{\gamma}\left(\theta_{1}, \theta_{2}\right) \tag{5.6}
\end{equation*}
$$

where the $b_{\gamma}$ 's are smooth. By the binomial theorem we have

$$
(1+x)^{-\alpha / 2}=\sum_{j=0}^{N} c_{j} x^{j}+x^{N+1} f_{N}(x)
$$

where $f_{N} \in C^{\infty}([0, \infty))$. Using this expansion we have

$$
\begin{align*}
\langle\xi, \tau\rangle^{-\alpha} & =\left(|\xi|^{2}+|\tau|^{2}\right)^{-\alpha / 2}=|\xi|^{-\alpha}\left(1+\frac{|\tau|^{2}}{|\xi|^{2}}\right)^{-\alpha / 2} \\
& =\sum_{j=0}^{N} c_{j}|\xi|^{-\alpha-2 j}|\tau|^{2 j}+|\xi|^{-\alpha-2 N-2}|\tau|^{2 N+2} f_{N}\left(\frac{|\tau|^{2}}{|\xi|^{2}}\right) . \tag{5.7}
\end{align*}
$$

Finally, multiplying the expansions (5.6) and (5.7) and using that $\tau^{\gamma}|\tau|^{2 j} \varphi(\tau)$ is Schwartz for any nonnegative powers $\gamma$ and $j$, we see that

$$
a(\xi, \tau) \varphi(\tau)=\chi(\xi)\langle\xi, \tau\rangle^{-\alpha} \varphi(\tau) \cdot b\left(\frac{\xi}{|\xi|}, \frac{\tau}{|\xi|}\right)
$$

has the desired expansion (5.5).

### 5.2. Inverse on the total space

Let

$$
\mathcal{D}: C^{\infty}(M, E) \rightarrow C^{\infty}(M, F)
$$

be a Dirac-type operator and consider the coordinate patch $\mathcal{U}=\mathcal{V} \times \mathcal{W}$ in (5.1) considered earlier. If $(u, v)$ denote the coordinates on $\mathcal{V}$, then over $\mathcal{U}$ we have

$$
\mathcal{D}=G_{1} \partial_{u}+G_{2} \partial_{v}+B,
$$

where $G_{1}, G_{2}: E \rightarrow F$ are bundle maps over $\mathcal{U}$ and $B=B_{(u, v)}$ is a first-order differential operator on $\mathcal{W}$ depending on $(u, v)$. Choosing polar coordinates $u=r \cos \theta$ and $v=r \sin \theta$ in the $\mathcal{V}$ factor, one can check that

$$
\mathcal{D}=\left(\cos \theta G_{1}+\sin \theta G_{2}\right) \partial_{r}+\left(\cos \theta G_{2}-\sin \theta G_{1}\right) \frac{1}{r} \partial_{\theta}+B
$$

From this formula and the expansion (5.2) for a typical element of $\mathcal{A}^{\mathcal{I}}([M ; N])$, one can show that the Dirac-type operator has the mapping property

$$
\mathcal{D}: \mathcal{A}^{\mathcal{I}}([M ; N], E) \rightarrow \mathcal{A}^{\mathcal{I}-1}([M ; N], F),
$$

for an arbitrary index family $\mathcal{I}$. More generally, Theorem 5.2 below gives the mapping properties for any pseudodifferential operator on such polyhomogeneous spaces. If $\mathcal{I}=\left\{\mathcal{I}_{H}\right\}$ is an index family associated to some boundary hypersurfaces of a manifold with corners, then we define $\widehat{\mathcal{I}}:=\left\{\widehat{\mathcal{I}}_{H}\right\}$ where $\widehat{\mathcal{I}}_{H}$ is defined in (4.16).

Theorem 5.2. Any classical pseudodifferential operator $A \in \Psi^{m}(M, E, F)$ of order $m \in \mathbb{C}$ defines a continuous linear map

$$
A: \mathcal{A}_{c}^{\mathcal{I}}([M ; N], E) \rightarrow \widehat{\mathcal{A}^{\mathcal{I}-m}}([M ; N], F),
$$

for any index family $\mathcal{I}>-2$ and where the subscript $c$ on the left denotes compactly supported sections.

Proof. In this proof we drop the bundles for notational simplicity. Since the Schwartz kernel of $A$ is smoothing off the diagonal, we may assume that $A$ is supported in a single coordinate patch of $M$, and in particular, in a coordinate patch near $N$

$$
\mathcal{U}=\mathcal{V} \times \mathcal{W}
$$

where $\mathcal{V} \subseteq \mathbb{R}^{2}$ is open containing $(0,0)$ and $\mathcal{W} \subseteq \mathbb{R}^{n-2}$ is open such that $\mathcal{U} \cap N=\{(0,0)\} \times \mathcal{W}$. If $(u, v)$ denotes the coordinates on $\mathcal{V}$, then over the coordinate patch $\mathcal{U}$, modulo a smoothing operator we have

$$
A \phi=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) d \xi d \tau d \eta
$$

where $a(u, v, y, \xi, \eta, \tau)$ is the complete symbol of $A$, which is a classical (polyhomogeneous) symbol of order $m$ in $(\xi, \eta, \tau)$. Assume that $\phi \in \mathcal{A}^{\mathcal{I}}([M ; N])$ is supported in the coordinate patch $\mathcal{U}=\mathcal{V} \times \mathcal{W}$. This means that

$$
y \mapsto \phi(u, v, y) \in C_{c}^{\infty}\left(\mathcal{W} ; \mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])\right)
$$

the compactly supported functions in $\mathcal{W}$ with values in the space $\mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])$. Taking the Fourier transform in $y$, we see that

$$
\begin{equation*}
\tau \mapsto \int_{\mathbb{R}^{n-2}} e^{-i y \cdot \tau} \phi(u, v, y) d y \in \mathscr{S}\left(\mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])\right) \tag{5.8}
\end{equation*}
$$

the space of Schwartz functions with values in $\mathcal{A}^{\mathcal{I}}([\mathcal{U} ;\{0\}])$. Now using Theorem 4.4 it follows that taking the Fourier transform of (5.8) with respect to $(u, v)$, we have

$$
\tau \mapsto \hat{\phi}(\xi, \eta, \tau) \in \mathscr{S}\left(\mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}+2}\left(\overline{\mathbb{R}^{2}}\right)\right)
$$

Since $a(u, v, y, \xi, \eta, \tau)$ is a classical symbol of order $m$, by Lemma 5.1 we see that for fixed $u, v, y$,

$$
\tau \mapsto a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) \in \mathscr{S}\left(\mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}-m+2}\left(\overline{\mathbb{R}^{2}}\right)\right) .
$$

Of course, this is smooth and compactly supported in $(u, v, y) \in \mathcal{U}$, so we actually have

$$
((u, v, y), \tau) \mapsto a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) \in C^{\infty}\left(\mathcal{U} \times \mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}-m+2}\left(\overline{\mathbb{R}^{2}}\right)\right)
$$

and is Schwartz in $\tau$. Integrating out the $\tau$ variable by taking the inverse Fourier transform in $\tau$, we get

$$
(u, v, y) \mapsto \int_{\mathbb{R}^{n}} e^{i y \cdot \tau} a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) d \tau \in C_{c}^{\infty}\left(\mathcal{U} ; \mathcal{A}^{\mathcal{I}-m+2}\left(\overline{\mathbb{R}^{2}}\right)\right)
$$



Fig. 7. Blowing up the corners $M_{2}(X)$ of $X$ in the extended manifold $M$ forms $\left[M ; M_{2}(X)\right]$.

Finally, taking the inverse transform in $(\xi, \eta)$ and using Theorem 4.8, we get

$$
\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) d \xi d \tau d \eta \in C_{c}^{\infty}\left(\mathcal{W} ; \mathcal{A}^{\widehat{\mathcal{I}-m}}([\mathcal{U} ;\{0\}])\right)
$$

which is exactly what we wanted to show.
Let $X \subseteq M$ be a compact manifold with corners of codimension two with $\operatorname{dim} X=\operatorname{dim} M$. Recall from Section 4.1 that $M_{d}(X)$ denotes the set of codimension $d$ faces of $X$. Since $X$ is of codimension two, $M_{2}(X)$ consists of finitely many pairwise disjoint smooth compact connected manifolds without boundary, the dimension of each equal to $\operatorname{dim} M-2$. In particular, we can define the blown-up space (see Fig. 7)

$$
\left[M ; M_{2}(X)\right]
$$

via (4.8) by simply blowing-up (or taking polar coordinates around) each element of $M_{2}(X)$. We henceforth assume that $\mathcal{D}^{-1}$ exists on compactly supported functions-the assumption (1.5). Then we have the following result.

Theorem 5.3. We have

$$
\mathcal{D}^{-1}: \mathcal{A}_{c}^{\mathcal{I}}\left(\left[M ; M_{2}(X)\right], F\right) \rightarrow \widehat{\mathcal{A}^{\mathcal{I}+1}}\left(\left[M ; M_{2}(X)\right], E\right)
$$

for any index family $\mathcal{I}>-2$.
Proof. We have

$$
\left[M ; M_{2}(X)\right]=\left[M ; Y_{1} ; Y_{2} ; \cdots ; Y_{\ell}\right]
$$

where $Y_{1}, \ldots, Y_{\ell}$ are the connected codimension two components of $X$. Since $\mathcal{D}^{-1}$ is pseudodifferential (not necessarily properly supported but this makes no difference), its Schwartz kernel is smoothing off the diagonal in $M \times M$, so it suffices to assume that $X$ has exactly one codimension two face $N$ and we just have to show that

$$
\mathcal{D}^{-1}: \mathcal{A}_{c}^{\mathcal{I}}([M ; N], F) \rightarrow \widehat{\mathcal{A}^{\mathcal{I}+1}}([M ; N], E)
$$

for any index set $\mathcal{I}>-2$. But this follows from the previous theorem and the fact that $\mathcal{D}^{-1} \in$ $\Psi^{-1}(M, F, E)$.

### 5.3. Surjectivity of $\mathcal{D}$

Given any index family $\mathcal{I}=\left\{\mathcal{I}_{Y} \mid Y \in M_{2}(X)\right\}$, we can consider $\mathcal{I}$ as an index family on $X_{\mathrm{tb}}$ where we associate $\mathcal{I}_{Y}$ to the (unique) boundary face in $X_{\mathrm{tb}}$ obtained by the blow-up of $Y$ in forming $X_{\mathrm{tb}}:=\left[X ; M_{2}(X)\right]$. Let $\overline{\mathcal{I}}$ denote the collection of all index families $\mathcal{F}=\left\{\mathcal{F}_{Y} \mid Y \in\right.$ $\left.M_{2}(X)\right\}$ such that

$$
\begin{equation*}
\mathcal{F} \in \overline{\mathcal{I}} \Longleftrightarrow \mathcal{F} \text { is an index family and } \mathcal{F}_{Y} \subseteq \mathcal{I}_{Y} \cup\left(\mathbb{N}_{0} \times \mathbb{N}_{0}\right) \quad \forall Y \in M_{2}(X) \tag{5.9}
\end{equation*}
$$

Then we define $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$ as the set of all sections of $E$ such that

$$
\phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \quad \Longleftrightarrow \quad \phi \in \mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right), \quad \text { where } \mathcal{F} \in \overline{\mathcal{I}} .
$$

Thus, an element of $\mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right)$ basically has the same expansion as an element of $\mathcal{A}^{\mathcal{I}}\left(X_{\mathrm{tb}}, E\right)$ except, because of the union with $\mathbb{N}_{0} \times \mathbb{N}_{0}$, one can add smooth expansions multiplied by logarithms. An important property of $\overline{\mathcal{I}}$ is that if $\mathcal{F} \in \overline{\mathcal{I}}$, then $\widehat{\mathcal{F}} \in \overline{\mathcal{I}}$, which follows from the definition (4.16) of $\widehat{\mathcal{F}}$.

We can put a natural complete metric topology on $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$ such that if $\left\{\phi_{j}\right\}$ is a sequence in $\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$, then $\phi_{j} \rightarrow \phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$ if and only if for $j$ sufficiently large, $\phi_{j}, \phi \in \mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right)$ for some fixed index set $\mathcal{F} \in \overline{\mathcal{I}}$ and $\phi_{j} \rightarrow \phi$ in $\mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right)$.

Theorem 5.3 will be used to prove the following result.
Theorem 5.4. For any index family $\mathcal{I}>-2$ associated to $M_{2}(X)$, the Dirac operator

$$
\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)
$$

is surjective.
Proof. Let $\psi \in \mathcal{A}^{\mathcal{F}-1}\left(X_{\mathrm{tb}}, F\right)$ where $\mathcal{F} \in \overline{\mathcal{I}}$. We claim that we can extend $\psi$ to an element $\tilde{\psi} \in \mathcal{A}_{c}^{\mathcal{F}-1}\left(\left[M ; M_{2}(X)\right], F\right)$. Indeed, observe that if $Y \in M_{2}(X)$ and $M \cong(-1,1)^{2} \times Y$ and $X \cong[0,1)^{2} \times Y$ near $Y \subseteq X$, then writing these coordinates in polar form we have

$$
\left[M ; M_{2}(X)\right] \cong[0, \varepsilon)_{r} \times \mathbb{S}^{1} \times Y, \quad X_{\mathrm{tb}} \cong[0, \varepsilon)_{r} \times\left[0, \frac{\pi}{2}\right] \times Y, \quad \varepsilon>0
$$

Now the extension claim is clear since a function $\psi(r, \theta, y)$ in the coordinates $[0, \varepsilon)_{r} \times\left[0, \frac{\pi}{2}\right] \times Y$ can always be extended to a function $\tilde{\psi}(r, \theta, y)$ on $[0, \varepsilon)_{r} \times \mathbb{S}^{1} \times Y$. Note that $\tilde{\psi}$ is not unique, but this non-uniqueness is irrelevant in what follows. By Theorem 5.3, we know that

$$
\tilde{\phi}:=\mathcal{D}^{-1} \tilde{\psi} \in \mathcal{A}^{\widehat{\mathcal{F}}}\left(\left[M ; M_{2}(X)\right], E\right)
$$

Restricting to $X_{\mathrm{tb}} \subseteq\left[M ; M_{2}(X)\right]$, we get an element

$$
\phi:=\left.\tilde{\phi}\right|_{X_{\mathrm{tb}}} \in \mathcal{A}^{\widehat{\mathcal{F}}}\left(X_{\mathrm{tb}}, E\right) \quad \Longrightarrow \quad \phi \in \mathcal{A}^{\overline{\mathcal{T}}}\left(X_{\mathrm{tb}}, E\right) .
$$

This section satisfies

$$
\mathcal{D} \phi=\mathcal{D}\left(\left.\tilde{\phi}\right|_{X_{\mathrm{tb}}}\right)=\left.\left(\mathcal{D} \mathcal{D}^{-1} \tilde{\psi}\right)\right|_{X_{\mathrm{tb}}}=\left.\tilde{\psi}\right|_{X_{\mathrm{tb}}}=\psi
$$

Therefore, $\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)$ is surjective as stated.

## 6. PDOs on blown-up spaces II

In Theorem 5.3 we proved that $\mathcal{D}^{-1}$ maps polyhomogeneous spaces on $X_{\mathrm{tb}}$ to polyhomogeneous spaces on $X_{\mathrm{tb}}$ (really $\left[M ; M_{2}(X)\right]$ but it is useful to think of this mapping property in terms of $\left.X_{\mathrm{tb}} \subseteq\left[M ; M_{2}(X)\right]\right)$. The goal of this section is to prove Theorem 6.3, which implies that $\mathcal{D}^{-1}$ maps polyhomogeneous spaces from the boundary $\partial X$ to polyhomogeneous spaces on the total space $X_{\mathrm{tb}}$. This fact will be used in Section 7 to analyze the Cauchy integral and transform.

### 6.1. Preliminary lemmas

We need a couple lemmas. Here is the first.
Lemma 6.1. Let $\mathcal{U}$ be an open subset of $[0, \infty)_{v} \times \mathbb{R}_{y}^{m}$, for any index set $\mathcal{I}$ let

$$
a(v, y, \xi, \tau) \in C^{\infty}\left(\mathcal{U}_{(v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}_{\xi}^{p}}\right)\right)\right)
$$

let $q(\xi, \tau)$ be a positive-definite quadratic form and define $\langle 1, \xi, \tau\rangle^{2}:=1+q(\xi, \tau)$, and finally, define

$$
f(v, y, \xi):=\int_{\mathbb{R}^{n}} e^{-v\langle 1, \xi, \tau\rangle+i y \cdot \tau} a(v, y, \xi, \tau) d \tau
$$

Then we can write

$$
f(v, y, \xi)=e^{-v\langle 1, \xi, 0\rangle} g(v, y, \xi)
$$

where $g(v, y, \xi) \in C^{\infty}\left(\mathcal{U}_{(v, y)} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}_{\xi}^{p}}\right)\right)$.
Proof. For simplicity assume that $a(v, y, \xi, \tau)$ has support for $\xi$ near $\partial \overline{\mathbb{R}^{p}}$; the case when $a$ has compact support in $\xi \in \frac{\circ}{\mathbb{R}^{p}} \equiv \mathbb{R}^{p}$ is much simpler. Then the statement that $a(v, y, \xi, \tau) \in$ $C^{\infty}\left(\mathcal{U}_{(v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}_{\xi}^{p}}\right)\right)\right.$ ) just means that in terms of the variables $\rho=1 /|\xi|$ and $\omega=\xi /|\xi|$ near $\partial \overline{\mathbb{R}^{p}}$, for any $N \gg 0$ we have

$$
\begin{equation*}
a\left(v, y, \frac{\omega}{\rho}, \tau\right)=\sum_{(\alpha, k) \in \mathcal{I}, \Re \alpha \leqslant N} \rho^{\alpha}(\log \rho)^{k} \chi(\rho) \varphi_{\alpha, k}(v, y, \omega, \tau)+\rho^{N} R_{N}(v, y, \rho, \omega, \tau), \tag{6.1}
\end{equation*}
$$

where $\chi(\rho)$ is compactly supported and equals 1 for $\rho$ near $0, \varphi_{\alpha, k}(v, y, \omega, \tau) \in C^{\infty}\left(\mathcal{U}_{(v, y)} \times\right.$ $\mathbb{S}_{\omega}^{p-1} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n}\right)$ ), and for any multi-indices $\ell, \beta, \mu, \nu, \gamma$,

$$
\begin{equation*}
\rho^{\ell} \tau^{\gamma} \partial_{(v, y)}^{\beta} \partial_{\rho}^{\ell} \partial_{\omega}^{\mu} \partial_{\tau}^{\nu} R_{N}(v, y, \rho, \omega, \tau) \quad \text { is bounded. } \tag{6.2}
\end{equation*}
$$

Since $\langle 1, \xi, \tau\rangle=(1+q(\xi, \tau))^{1 / 2}$ and $\langle 1, \xi, 0\rangle=(1+q(\xi, 0))^{1 / 2}$, we have

$$
\langle 1, \xi, \tau\rangle-\langle 1, \xi, 0\rangle=\frac{q(\xi, \tau)-q(\xi, 0)}{\langle 1, \xi, \tau\rangle+\langle 1, \xi, 0\rangle}
$$

so

$$
\begin{aligned}
g(v, y, \xi) & =e^{v\langle 1, \xi, 0\rangle} f(v, y, \xi)=\int_{\mathbb{R}^{n}} e^{-v(\langle 1, \xi, \tau\rangle-\langle 1, \xi, 0\rangle)+i y \cdot \tau} a(v, y, \xi, \tau) d \tau \\
& =\int_{\mathbb{R}^{n}} e^{-v \frac{q(\xi, \tau)-q(\xi, 0)}{(1, \xi, \tau)+(1, \xi, \xi)}+i y \cdot \tau} a(v, y, \xi, \tau) d \tau
\end{aligned}
$$

Replacing $\xi$ with $\xi=\omega / \rho$, and for any real $a$, putting $\langle a, \xi, \tau\rangle^{2}:=a^{2}+q(\xi, \tau)$, and then using that

$$
\langle 1, \omega / \rho, \tau\rangle^{2}=1+q(\omega / \rho, \tau)=\rho^{-2}\left(\rho^{2}+q(\omega, \rho \tau)\right) \quad \Longrightarrow \quad\langle 1, \omega / \rho, \tau\rangle=\rho^{-1}\langle\rho, \omega, \rho \tau\rangle
$$

we obtain

$$
g\left(v, y, \frac{\omega}{\rho}\right)=\int_{\mathbb{R}^{n}} e^{-v h(\rho, \omega, \tau)+i y \cdot \tau} a\left(v, y, \frac{\omega}{\rho}, \tau\right) d \tau
$$

where

$$
h(\rho, \omega, \tau):=\frac{1}{\langle\rho, \omega, \rho \tau\rangle+\langle\rho, \omega, 0\rangle} \cdot \frac{q(\omega, \rho \tau)-q(\omega, 0)}{\rho} .
$$

Therefore, using (6.1) we conclude that for any $N$,

$$
\begin{align*}
g\left(v, y, \frac{\omega}{\rho}\right)= & \sum_{(\alpha, k) \in \mathcal{I}, \Re\{\alpha \leqslant N} \rho^{\alpha}(\log \rho)^{k} \chi(\rho) \int_{\mathbb{R}^{n}} e^{-v h(\rho, \omega, \tau)+i y \cdot \tau} \varphi_{\alpha, k}(v, y, \omega, \tau) d \tau \\
& +\rho^{\alpha+N+1} \int_{\mathbb{R}^{n}} e^{-v h(\rho, \omega, \tau)+i y \cdot \tau} R_{N}(v, y, \rho, \omega, \tau) d \tau . \tag{6.3}
\end{align*}
$$

Noting that $q(\omega, \rho \tau)-q(\omega, 0)$ vanishes at $\rho=0$ so that $h(\rho, \omega, \tau)$ is infinitely differentiable at $\rho=0$, and recalling that $\varphi_{\alpha, k}(v, y, \omega, \tau)$ and $R_{N}(v, y, \rho, \omega, \tau)$ are Schwartz in $\tau$, it follows that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} e^{-v h(\rho, \omega, \tau)+i y \cdot \tau} \varphi_{\alpha, k}(v, y, \omega, \tau) d \tau \tag{6.4}
\end{equation*}
$$

is infinitely differentiable at $\rho=0$ (and $C^{\infty}$ in $v, y, \omega$ ), and also

$$
\int_{\mathbb{R}^{n}} e^{-v h(\rho, \omega, \tau)+i y \cdot \tau} R_{N}(v, y, \rho, \omega, \tau) d \tau
$$

has the same properties as $R_{N}$ in (6.2) except of course without the $\tau$ derivatives. Expanding the integral (6.4) in Taylor series at $\rho=0$ up to the $\rho^{N}$ term and replacing the expansion into (6.3), we conclude that $g(v, y, \xi) \in C^{\infty}\left(\mathcal{U}_{(v, y)} ; \mathcal{A}^{\mathcal{I}}\left(\overline{\mathbb{R}_{\xi}^{p}}\right)\right.$, which completes our proof.

We need one more lemma.
Lemma 6.2. For any index set $\mathcal{I}>-1$, let $\psi(t, \tau) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}}\left([0, \infty)_{t}\right)\right)$ be compactly supported in $t$, let $\langle 1, \eta, \tau\rangle^{2}:=1+q(\eta, \tau)$ with $q(\eta, \tau)$ a positive-definite quadratic form on $\mathbb{R}^{m} \times \mathbb{R}^{n}$ and define

$$
f(\eta, \tau):=\int_{0}^{\infty} e^{-t\langle 1, \eta, \tau\rangle} \psi(t, \tau) d t
$$

Then $f(\eta, \tau) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}_{\eta}^{m}}\right)\right)$.
Proof. Throughout this proof, we put $\langle a, \eta, \tau\rangle^{2}:=a^{2}+q(\eta, \tau)$ and $\langle a, \eta\rangle:=\langle a, \eta, 0\rangle$. Observe that

$$
\langle 1, \eta, \tau\rangle=\langle 1, \eta, 0\rangle+(\langle 1, \eta, \tau\rangle-\langle 1, \eta, 0\rangle)=\langle 1, \eta\rangle+\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)
$$

so we can rewrite $f(\eta, \tau)$ as

$$
\begin{equation*}
f(\eta, \tau)=\int_{0}^{\infty} e^{-t\langle 1, \eta, \tau\rangle} \psi(t, \tau) d t=\int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} e^{-t \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau)+(1, \eta\rangle}} \psi(t, \tau) d t \tag{6.5}
\end{equation*}
$$

Fix $N \gg 0$. Then we can write

$$
\begin{aligned}
e^{-t \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+(1, \eta\rangle}}= & \sum_{j=0}^{N} c_{j} t^{j}\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)^{j} \\
& +t^{N+1}\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)^{N+1} E_{N}\left(t \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)
\end{aligned}
$$

where $c_{j}=(-1)^{j-1} / j$ ! and where $E_{N}(x)=\frac{(-1)^{N+1}}{(N+1)!} \int_{0}^{1} e^{-u x} d u$. Replacing this expression into (6.5) we obtain

$$
\begin{align*}
f(\eta, \tau)= & \sum_{j=0}^{N} c_{j} \int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} t^{j}\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)^{j} \psi(t, \tau) d t \\
& +\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)^{N+1} \int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} t^{N+1} E_{N}\left(t \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right) \psi(t, \tau) d t \tag{6.6}
\end{align*}
$$

Making the change of variables $t \mapsto t /\langle 1, \eta\rangle$ in the last integral, we see that

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} t^{N+1} E_{N}\left(t \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right) \psi(t, \tau) d t \\
& \quad=\langle 1, \eta\rangle^{-N-2} \int_{0}^{\infty} e^{-t} t^{N+1} E_{N}\left(\frac{t}{\langle 1, \eta\rangle} \frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right) \psi\left(\frac{t}{\langle 1, \eta\rangle}, \tau\right) d t
\end{aligned}
$$

Recalling that $\psi(t, \tau)$ is Schwartz in $\tau$, so that powers of $\tau$ multiplied with $\psi(t, \tau)$ have no effect on the Schwartz property in $\tau$, it can be checked that the last term in (6.6) decays like $\langle 1, \eta\rangle^{-N-1}$ and is Schwartz in $\tau$, even with all derivatives in $\eta, \tau$. Therefore, our lemma follows once we prove the following claim:

$$
\int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} t^{j}\left(\frac{q(\eta, \tau)-q(\eta, 0)}{\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle}\right)^{j} \psi(t, \tau) d t \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}+j+1}\left(\overline{\mathbb{R}_{\eta}^{m}}\right)\right)
$$

To prove this, observe that $q(\eta, \tau)-q(\eta, 0)$ has at most a linear factor of $\eta$ so that $(q(\eta, \tau)-$ $q(\eta, 0))^{j}$ is at most of order $|\eta|^{j}$ in $\eta$, and observe that $|\eta|^{j} \mathcal{A}^{\mathcal{J}}\left(\overline{\mathbb{R}^{m}}\right) \subseteq \mathcal{A}^{\mathcal{J}-j}\left(\overline{\mathbb{R}^{m}}\right)$ for any index set $\mathcal{J}$. Also observe that $t^{j} \mathcal{A}^{\mathcal{I}}([0, \infty)) \subseteq \mathcal{A}^{\mathcal{I}+j}([0, \infty))$. With these observations in mind, it suffices to prove that for fixed $j$,

$$
f_{j}(\eta, \tau):=\int_{0}^{\infty} e^{-t\langle 1, \eta\rangle} \frac{1}{(\langle 1, \eta, \tau\rangle+\langle 1, \eta\rangle)^{j}} \psi(t, \tau) d t \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}+2 j+1}\left(\overline{\mathbb{R}^{m}}\right)\right),
$$

where $\psi(t, \tau) \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}+j}([0, \infty))\right)$ is compactly supported in $t$. Note that

$$
\langle 1, \eta\rangle=q^{\frac{1}{2}}(\eta, 0)+\left((1+q(\eta, 0))^{\frac{1}{2}}-q^{\frac{1}{2}}(\eta, 0)\right)=\langle 0, \eta\rangle+\left(\frac{1}{\langle 1, \eta\rangle+\langle 0, \eta\rangle}\right)
$$

so if we put $\rho=1 /|\eta|$ and $\omega=\eta /|\eta|$, then after some simplification,

$$
\langle 1, \omega / \rho\rangle=\rho^{-1}\langle 0, \omega\rangle+\left(\frac{\rho}{\langle\rho, \omega\rangle+\langle 0, \omega\rangle}\right)
$$



Fig. 8. A tied submanifold $H \subseteq \mathbb{R}^{2}$ and the blown-up manifold $\mathbb{R}_{H}^{2}$. Here, $\mathbb{R}_{H}^{2}=\mathbb{R}^{2} \backslash$ the ("narrow hallway" $\cup$ "bubble") and consists of two connected components.

Hence,

$$
f_{j}\left(\frac{\omega}{\rho}, \tau\right)=\rho^{j} \int_{0}^{\infty} e^{-t\langle 0, \omega\rangle / \rho} e^{-\frac{t \rho}{\langle\rho, \omega\rangle+\{0, \omega\rangle}} \frac{1}{(\langle\rho, \omega, \rho \tau\rangle+\langle\rho, \omega\rangle)^{j}} \psi(t, \tau) d t
$$

The function

$$
e^{-\frac{t \rho}{\langle\rho, \omega\rangle+(0, \omega\rangle}} \frac{1}{(\langle\rho, \omega, \rho \tau\rangle+\langle\rho, \omega\rangle)^{j}}
$$

is infinitely differentiable at $\rho=0$, so expanding this function in Taylor series at $\rho=0$, we get an expansion in $\rho$ with coefficients in terms of powers of $t$ and powers of $\tau$. The powers of $\tau$ multiplied with $\psi(t, \tau)$ have no effect on the Schwartz property in $\tau$, and $t^{k} \mathcal{A}^{\mathcal{J}}([0, \infty)) \subseteq$ $\mathcal{A}^{\mathcal{J}+k}([0, \infty))$ for any index set $\mathcal{J}$, so to prove that $f_{j}(\eta, \tau) \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}+2 j+1}\left(\overline{\mathbb{R}^{m}}\right)\right)$ it suffices to prove that

$$
\rho^{j} \int_{0}^{\infty} e^{-t\langle 0, \omega\rangle / \rho} \psi(t, \tau) d t \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n} ; \mathcal{A}^{\mathcal{I}+2 j+k+1}\left(\overline{\mathbb{R}_{\eta}^{m}}\right)\right)
$$

where $\psi(t, \tau) \in \mathscr{S}\left(\mathbb{R}^{n} ; \mathcal{A}^{\mathcal{I}+j+k}([0, \infty))\right)$ is compactly supported in $t$. However, this fact follows from Theorem 4.4 and the fact that $\rho^{j} \mathcal{A}^{\mathcal{J}}\left(\overline{\mathbb{R}^{m}}\right) \subseteq \mathcal{A}^{\mathcal{J}+j}\left(\overline{\mathbb{R}^{m}}\right)$ for any index set $\mathcal{J}$.

### 6.2. Inverse from the boundary to the interior

A tied submanifold with boundary of codimension one in $M$ is just a codimension one face of a manifold with corners of codimension two $X \subseteq M$ with $\operatorname{dim} X=\operatorname{dim} M$. For example, the upper left pictures in Fig. 8 (the boundary of a "tear drop") and Fig. 9 (a curved segment) are examples of tied submanifolds with boundary of codimension one in $\mathbb{R}^{2}$. The word "tied" has to do with Fig. 8, where we see that the boundary is "tied" to itself [76]. We denote by $M_{1}(H):=\left\{Y \in M_{2}(X) \mid Y \subseteq H\right\}$. For example, $M_{1}(H)$ consists of just the vertex in the upper left picture in Fig. 8 and the two end points of the curved segment in Fig. 9. We define

$$
M_{H}:=\left[M ; M_{1}(H) ; H\right] .
$$



Fig. 9. A tied submanifold $H \subseteq \mathbb{R}^{2}$ and the blown-up manifold $\mathbb{R}_{H}^{2}$. Here, $\mathbb{R}_{H}^{2}=\mathbb{R}^{2} \backslash$ the "curved dumbbell."

See Figs. 8 and 9 for examples. The proof of the following theorem is necessarily long and detailed and probably should be omitted at a first reading.

Theorem 6.3. If $H \subseteq M$ is a compact tied submanifold with boundary of codimension one in $M$, then for any index family $\mathcal{I}>-1$ associated to $M_{1}(H)$, we have a continuous linear map

$$
\phi \mapsto \mathcal{D}^{-1} \delta_{H} G_{H} \phi: \mathcal{A}^{\mathcal{I}}(H, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}^{( }}\left(M_{H}, E\right)
$$

where $\widehat{\mathcal{I}}$ is defined in (4.16) and is associated to the faces in $M_{H}$ obtained from the blow-ups of the boundary components of $H, \delta_{H}$ is the delta function concentrated on $H$, and $G_{H}: E \rightarrow F$ is the principal symbol of $\mathcal{D}$ evaluated on the inward pointing unit normal vector field to $H$.

Proof. Given $\phi \in \mathcal{A}^{\mathcal{I}}(H, E)$ we need to prove that $\mathcal{D}^{-1} \delta_{H} G_{H} \phi \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)$. As with the proof of Theorem 5.3, since the Schwartz kernel of $\mathcal{D}^{-1}$ is smoothing off the diagonal, it suffices to work in a single coordinate patch. In a coordinate patch near the interior of $H$ (that is, away from $M_{1}(H)$ ) we can consider $H$ as part of a smooth boundary of a manifold with boundary in $M$, so we can prove this result using techniques from the smooth boundary case as in $[15,19$, $24,43,107]$ and other papers. The new phenomenon is near a corner, say $Y$. If $H$ happens to be tied at $Y$ as in the far left picture in Fig. 10, then by choosing a partition of unity of $H$ we can assume that $\phi \in \mathcal{A}^{\mathcal{I}}(H, E)$ is supported on only one of the ends entering $Y$; for example, in the far left picture in Fig. 10 we may assume that $\phi$ is supported on the horizontal portion of $H$. Thus, for the rest of this proof, we may assume that $H$ takes the form in Fig. 11. Now consider a coordinate patch on $M$ near a corner $Y \subseteq H$ :

$$
\mathcal{U}=\mathcal{V}_{(u, v)} \times \mathcal{W}_{y}
$$

where the subscripts denote the notation for coordinates, $\mathcal{V} \subseteq \mathbb{R}^{2}$ is open containing $(0,0)$ and $\mathcal{W} \subseteq \mathbb{R}^{n-2}$ is open such that $\mathcal{U} \cap Y=\{(0,0)\} \times \mathcal{W}$. We assume that in this coordinate patch, $\mathcal{U} \cap H$ is the horizontal line $\{u \geqslant 0, v=0\}$ such as seen in Fig. 11, properties of which we shall be more specific later in our proof.

For a compactly supported function $\phi$ over $\mathcal{U}$, modulo a smoothing operator we have

$$
\mathcal{D}^{-1} \phi=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} a(u, v, y, \xi, \eta, \tau) \hat{\phi}(\xi, \eta, \tau) d \xi d \tau d \eta,
$$



Fig. 10. If $H$ is tied, then $M_{H}$ is as shown in the figure.


Fig. 11. Blowing up the manifold $M$ at $Y$, then at $H$.
where $a(u, v, y, \xi, \eta, \tau)$ is the complete symbol of $\mathcal{D}^{-1}$, which is a classical symbol of order -1 . Assume that $\phi \in \mathcal{A}^{\mathcal{I}}(H, E)$, where $\mathcal{I}>-1$, is supported in $\mathcal{U}=\mathcal{V} \times \mathcal{W}$. Thus, we may write

$$
\phi=\kappa(u) \varphi(u, y),
$$

where $\kappa(u)$ is the Heaviside function and $\varphi(u, y) \in C_{c}^{\infty}\left(\mathcal{W}, \mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}])\right)$. Therefore,

$$
\delta_{H} G_{H} \phi=G_{H} \kappa(u) \delta(v) \varphi(u, y),
$$

where $\delta(v)$ is the delta function. Hence,

$$
\begin{equation*}
\mathcal{D}^{-1} \delta_{H} G_{H} \varphi=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} a(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau \tag{6.7}
\end{equation*}
$$

We need to prove that this function defines an element of $\mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)$, which in local polar coordinates $(r, \theta, y)$ is just $\left.C^{\infty}\left([0,2 \pi]_{\theta} \times \mathcal{W} ; \mathcal{A}^{\widehat{\mathcal{I}}}(\overline{[0, ~})_{r}\right)\right)$ where we drop the vector bundle $E$ from the notation just for simplicity. To go about doing this, note that since $a(u, v, y, \xi, \eta, \tau)$ is classical of order -1 we have an expansion

$$
a(u, v, y, \xi, \eta, \tau) \sim \sum_{j=1}^{\infty} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau),
$$

where $\chi(\xi, \eta, \tau)$ vanishes for $|(\xi, \eta, \tau)|$ near 0 and equal to 1 for $|(\xi, \eta, \tau)| \geqslant 1$ and $a_{j}$ is homogeneous of degree $-j$ in $(\xi, \eta, \tau)$. Recall that $\sim$ means that for any $N$ we have

$$
a(u, v, y, \xi, \eta, \tau)-\sum_{j=1}^{N} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau)=r_{N}(u, v, y, \xi, \eta, \tau) \in S_{c \ell}^{-1-N}
$$

a symbol of order $-1-N$. Replacing this expansion into (6.7) we obtain

$$
\mathcal{D}^{-1} \delta_{H} G_{H} \phi=\sum_{j=1}^{N} \phi_{j}+f_{N}
$$

where

$$
\phi_{j}:=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau
$$

and

$$
f_{N}:=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} r_{N}(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau
$$

Since $(\kappa \varphi)$ is $L^{1}$ we know that $\widehat{(\kappa \varphi)}(\xi, \tau)$ is bounded and hence

$$
r_{N}(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau)=\mathcal{O}\left((1+|\xi|+|\eta|+|\tau|)^{-N-1}\right) .
$$

It follows that taking $N \geqslant n$ we have

$$
f_{N}=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} r_{N}(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau \in C^{N-n}(\mathcal{U}, E)
$$

Since $N-n \rightarrow \infty$ as $N \rightarrow \infty$, by (a similar version of) Lemma 4.7 all we have to do is prove that for each $j$, the function

$$
\begin{equation*}
\phi_{j}:=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) G_{H} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau \tag{6.8}
\end{equation*}
$$

defines an element of $\mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)$, which in local polar coordinates $(r, \theta, y)$ is just $\left.C^{\infty}\left([0,2 \pi]_{\theta} \times \mathcal{W} ; \mathcal{A}^{\widehat{\mathcal{I}}}(\overline{[0, \infty})_{r}\right)\right)$ where we henceforth drop vector bundles from the notation for simplicity. In order to do this we need to consider two cases shown in Fig. 12: When $(u, v)$ is in part of a sector away from the negative real axis and when $(u, v)$ is in a sector containing the negative real axis. As seen below, the proof of the second case is different from the first case; the subtle reason is that if $H$ is continued to the negative real axis, then $H$ actually has no boundary at $Y$.

Case 1. In this case, we may assume initially that $|v|>0$. We can write (6.8) as

$$
\begin{align*}
\phi_{j} & =\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau \\
& =\int_{\mathbb{R}^{n-1}} e^{i u \xi+i y \cdot \tau} b_{j}(u, v, y, \xi, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \tau \tag{6.9}
\end{align*}
$$



Fig. 12. Cases 1 and 2 are when $(u, v)$ is away and near the negative real axis.
where

$$
\begin{equation*}
b_{j}(u, v, y, \xi, \tau):=\int_{\mathbb{R}} e^{i v \eta} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \tau, \eta) G_{H} d \eta ; \tag{6.10}
\end{equation*}
$$

by Dirichlet's test this integral exists (as an improper Riemann integral) because the symbol $a_{j}(u, v, y, \xi, \tau, \eta)$ decays like $|\eta|^{-j}$ with $j \geqslant 1$ and $e^{i v \eta}$ oscillates. In order to get a nice formula for $a_{j}(u, v, y, \xi, \tau, \eta)$ that will make the properties of $b_{j}$ transparent, we now choose coordinates so that the metric takes the form

$$
g=d v^{2}+h(v)
$$

where $h(v)$ is a metric in the $u, y$ coordinates; this can be done by choosing a normal vector to $\{v=0\}$ and using geodesic flow in the direction of the normal to define the coordinate $v$. This implies, in particular, that the metric looks like

$$
\begin{equation*}
g((\xi, \eta, \tau),(\xi, \eta, \tau))=\eta^{2}+\lambda(\xi, \tau) \tag{6.11}
\end{equation*}
$$

where $\lambda(\xi, \tau)=\lambda(u, v, y, \xi, \tau)$ is a homogeneous polynomial of degree two in $(\xi, \tau)$, and positive for $(\xi, \tau) \neq 0$. This implies that

$$
\mathcal{D}=G_{1} \partial_{u}+G_{2} \partial_{v}+B, \quad \text { where } G_{2}=G_{H},
$$

and the principal symbol of $a(u, v, y, \xi, \eta, \tau)$ is equal to

$$
\begin{equation*}
a_{1}(u, v, y, \xi, \eta, \tau)=\sigma_{1}(\mathcal{D})^{-1}=\frac{\sigma_{1}\left(\mathcal{D}^{*}\right)}{\sigma_{2}\left(\mathcal{D}^{*} \mathcal{D}\right)}=\frac{(-i \eta+\sigma(u, v, y, \xi, \tau)) G_{2}^{-1}}{\eta^{2}+\lambda(\xi, \tau)} \tag{6.12}
\end{equation*}
$$

where $\sigma$ is the principal symbol of $\left(G_{1} \partial_{u}+B\right)^{*} G_{2}$. Moreover, from the explicit local parametrix construction of $\mathcal{D}[42,88,108,109]$ we know that $a(u, v, y, \xi, \eta, \tau)$ has a rational expansion in $\xi, \tau, \eta$ in the sense that

$$
\begin{equation*}
a(u, v, y, \xi, \eta, \tau) \sim \sum_{j=1}^{\infty} \chi(\xi, \eta, \tau) \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+\lambda(\xi, \tau)\right)^{j}} \tag{6.13}
\end{equation*}
$$

with $p_{j}(u, v, y, \xi, \tau, \eta)$ a polynomial of degree $j$ in $(\xi, \tau, \eta)$. The proof of the rational expansion (6.13) is by induction using that $a_{1}(u, v, y, \xi, \eta, \tau)$ has this property by (6.12). Thus, we may assume that

$$
\begin{equation*}
a_{j}(u, v, y, \xi, \eta, \tau)=\frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+\lambda(\xi, \tau)\right)^{j}} \tag{6.14}
\end{equation*}
$$

Consider now, for each $j$, the integral

$$
\int_{\mathbb{R}} e^{i v \eta} a_{j}(u, v, y, \xi, \tau, \eta) d \eta=\int_{\mathbb{R}} e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+\lambda(\xi, \tau)\right)^{j}} d \eta .
$$

Assume for a moment that $v<0$ so we are in the bottom part of the sector labelled Case 1 in Fig. 12. Then factoring $\eta^{2}+\lambda(\xi, \tau)=\left(\eta+i \lambda^{1 / 2}(\xi, \tau)\right)\left(\eta-i \lambda^{1 / 2}(\xi, \tau)\right)$ with $\lambda^{1 / 2}(\xi, \tau)=$ $\sqrt{\lambda(\xi, \tau)}$ and using Cauchy's theorem, we obtain

$$
\begin{align*}
\int_{\mathbb{R}} e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+\lambda(\xi, \tau)\right)^{j}} d \eta & =\int_{\mathbb{R}} e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta+i \lambda^{\frac{1}{2}}(\xi, \tau)\right)^{j}\left(\eta-i \lambda^{\frac{1}{2}}(\xi, \tau)\right)^{j}} d \eta \\
& =\left.\frac{-i}{(j-1)!}\left(\frac{\partial}{\partial \eta}\right)^{j-1}\right|_{\eta=-i \lambda^{\frac{1}{2}}(\xi, \tau)}\left(e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta-i \lambda^{\frac{1}{2}}(\xi, \tau)\right)^{j}}\right) \tag{6.15}
\end{align*}
$$

Here, recalling that $v<0$, we shifted the line $\mathbb{R}=\{\Im \xi=0\}$ down to $\{\Im \xi=-\infty\}$ where the integral vanishes, and we picked up a pole at $\xi=-i \lambda^{1 / 2}(\tau, \eta)$. Applying the product rule to the last term in (6.15) we obtain

$$
\int_{\mathbb{R}} e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+\lambda(\xi, \tau)\right)^{j}} d \eta=e^{v \lambda^{\frac{1}{2}}(\xi, \tau)} q_{j}^{-}(u, v, y, \xi, \tau), \quad \text { for } v<0
$$

where

$$
q_{j}^{-}(u, v, y, \xi, \tau)=\sum_{k=0}^{j-1} v^{k} q_{j k}^{-}(u, v, y, \xi, \tau)
$$

with $q_{j k}^{-}(u, v, y, \xi, \tau)$ a homogeneous function in $(\xi, \tau)$ (not rational) of degree $1-j+k$. An identical computation, but this time shifting the contour $\mathbb{R}=\{\mathfrak{J} \xi=0\}$ up to $\{\Im \Im \xi=+\infty\}$, we obtain

$$
\int_{\mathbb{R}} e^{i v \eta} \frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta^{2}+|(\xi, \tau)|^{2}\right)^{j}} d \eta=e^{-v \lambda^{\frac{1}{2}}(\xi, \tau)} q_{j}^{+}(u, v, y, \xi, \tau), \quad \text { for } v>0
$$

where

$$
q_{j}^{+}(u, v, y, \xi, \tau)=\sum_{k=0}^{j-1} v^{k} q_{j k}^{+}(u, v, y, \xi, \tau)
$$

with $q_{j k}^{+}(u, v, y, \xi, \tau)$ a homogeneous function in $(\xi, \tau)$ of degree $1-j+k$. In view of (6.10) it follows that

$$
b_{j}(u, v, y, \xi, \tau)=e^{\mp v\langle 1, \xi, \tau\rangle} q_{j}^{ \pm}(u, v, y, \xi, \tau), \quad \text { for } v= \pm|v|
$$

where

$$
q_{j}^{ \pm}(u, v, y, \xi, \tau) \in S_{c \ell}^{0}
$$

a symbol of order 0 , where $\langle 1, \xi, \tau\rangle^{2}:=1+\lambda(\xi, \tau)$, and where "for $v= \pm|v|$ " is shorthand for "for $v>0$ and $v<0$, respectively." Note that although the expression for $b_{j}(u, v, y, \xi, \tau)$ depends initially on $v>0$ and $v<0$, each of the functions $q^{+}(u, v, y, \xi, \tau)$ and $q^{-}(u, v, y, \xi, \tau)$ extends canonically to be smooth for all $(u, v, y) \in \mathcal{U}$. Now by (6.9), we have

$$
\begin{equation*}
\phi_{j}=\int_{\mathbb{R}^{n-1}} e^{i u \xi \mp v(1, \xi, \tau\rangle+i y \cdot \tau} q_{j}^{ \pm}(u, v, y, \xi, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \tau, \quad \text { for } v= \pm|v| . \tag{6.16}
\end{equation*}
$$

Noting that $\kappa(u) \varphi(u, y) \in C_{c}^{\infty}\left(\mathcal{W}, \mathcal{A}^{\mathcal{I}}([0, \infty))\right) \subseteq C_{c}^{\infty}\left(\mathcal{W}, \mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}])\right)$ (it happens to vanish on the negative real axis too) it follows that

$$
\begin{equation*}
\tau \mapsto \int_{\mathbb{R}^{n-2}} e^{-i y \cdot \tau} \kappa(u) \varphi(u, y) d y \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}])\right) \tag{6.17}
\end{equation*}
$$

the space of Schwartz functions with values in $\mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}])$. Now using Theorem 4.4, taking the Fourier transform in $u$ we have

$$
\tau \mapsto \widehat{(\kappa \varphi)}(\xi, \tau) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}(\overline{\mathbb{R}})\right)
$$

Since $q^{ \pm}(u, v, y, \xi, \tau)$ is a classical symbol of order 0 , by Lemma 5.1, we see that for fixed $u, v, y$,

$$
\tau \mapsto q_{j}^{ \pm}(u, v, y, \xi, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}(\overline{\mathbb{R}})\right)
$$

Of course, this is smooth in $(u, v, y) \in \mathcal{U}$, so we actually have

$$
((u, v, y), \tau) \mapsto q_{j}^{ \pm}(u, v, y, \xi, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) \in C^{\infty}\left(\mathcal{U}_{(u, v, y)} \times \mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}(\overline{\mathbb{R}})\right)
$$

and is Schwartz in $\tau$. Now employing Lemma 6.1, we can write

$$
\int_{\mathbb{R}^{n-2}} e^{\mp v\langle 1, \xi, \tau)+i y \cdot \tau} q_{j}^{ \pm}(u, v, y, \xi, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \tau=e^{\mp v(1, \xi\rangle} s_{j}^{ \pm}(u, v, y, \xi),
$$

for $v= \pm|v|$, where $\langle 1, \xi\rangle^{2}:=1+\lambda(\xi, 0)$ and

$$
(u, v, y) \mapsto s_{j}^{ \pm}(u, v, y, \xi) \in C^{\infty}\left(\mathcal{U} ; \mathcal{A}^{\mathcal{I}+1}(\overline{\mathbb{R}})\right)
$$

In conclusion, we have

$$
\phi_{j}=\int_{\mathbb{R}} e^{i u \xi \mp v\langle 1, \xi\rangle} s_{j}^{ \pm}(u, v, y, \xi) d \xi, \quad \text { for } v= \pm|v|
$$

Modulo a smooth function we can write this as

$$
\phi_{j} \equiv \int_{\mathbb{R}} e^{i u \xi \mp v|\xi|} s_{j}^{ \pm}(u, v, y, \xi) d \xi, \quad \text { for } v= \pm|v|,
$$

where we used that $\lambda(\xi, 0)=|\xi|^{2}$, the Riemannian length of $\xi$, by the formula (6.11). If $(u, v)=$ $r \omega$, where $\omega=\left(\omega_{1}, \omega_{2}\right) \in A$ with $A \subseteq \mathbb{S}^{1}$ is a fixed arch in either the upper or lower Case 1 regions in Fig. 12, then we can write this as

$$
\phi_{j} \equiv \int_{\mathbb{R}} e^{r\left(i \omega_{1} \xi \mp \omega_{2}|\xi|\right)} s_{j}^{ \pm}(r \omega, y, \xi) d \xi, \quad \text { for } \omega_{2}= \pm\left|\omega_{2}\right|
$$

This fits into the $h$-transform situation of Theorem 4.8 with $h(\xi)=e^{i \omega_{1} \xi \mp \omega_{2}|\xi|}$ (see Example 3 of Section 4.2). Hence, by Theorem 4.8 and Remark 4.9 we know that

$$
\left.\phi_{j}(r \omega, y) \in C^{\infty}\left(A_{\theta} \times \mathcal{W} ; \mathcal{A}^{\widehat{\mathcal{I}}}(\overline{[0, \infty})_{r}\right)\right)
$$

This implies that $\phi_{j} \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)$ as required and completes Case 1 . We remark that $\int_{\mathbb{R}} e^{r\left(i \omega_{1} \xi-\omega_{2}|\xi|\right)} s_{j}^{+}(r \omega, y, \xi) d \xi$ and $\int_{\mathbb{R}} e^{r\left(i \omega_{1} \xi+\omega_{2}|\xi|\right)} s_{j}^{-}(r \omega, y, \xi) d \xi$ define smooth functions on $[0, \pi]$ and $[\pi, 2 \pi]$, respectively. However, this does not imply that $\phi_{j} \in C^{\infty}\left([0,2 \pi]_{\theta} \times \mathcal{W}\right.$; $\left.\mathcal{A}^{\widehat{\mathcal{I}}}(\overline{[0, \infty})_{r}\right)$ ) because it is not obvious that these integrals agree when $\theta=\pi$ ! (In fact, at 0 and $2 \pi$, these integrals are different!) This is why we need a second case to deal with angles near $\pi$.

Case 2. In this case, we may assume that $u<0$ and we are working near $v=0$. As with Case 1 , the starting point is again (6.8):

$$
\phi_{j}=\int_{\mathbb{R}^{n}} e^{i u \xi+i v \eta+i y \cdot \tau} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi d \eta d \tau
$$

The fact that $u<0$ plays an important part here because in this case, we write

$$
\begin{equation*}
\phi_{j}=\int_{\mathbb{R}^{n-1}} e^{i v \eta+i y \cdot \tau} c_{j}(u, v, y, \eta, \tau) d \eta d \tau \tag{6.18}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{j}(u, v, y, \eta, \tau):=\int_{\mathbb{R}} e^{i u \xi} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi \tag{6.19}
\end{equation*}
$$

Thus, in this case, the roles of $\xi$ and $\eta$ are switched!

We now proceed as we did in Case 1 but with appropriate switching of the roles of $\xi$ and $\eta$ taking care to note the special twists that occur because of the switching. First, we now choose coordinates so that the metric takes the form

$$
g=d u^{2}+\tilde{h}(u)
$$

where $\tilde{h}(u)$ is a metric in the $v, y$ coordinates; this can be done by choosing a vector field locally near $Y$ that is tangent and pointing inward to $H$ and using geodesic flow in the direction of the vector field to define the coordinate $u$. This implies, in particular, that the metric looks like

$$
\begin{equation*}
g((\xi, \eta, \tau),(\xi, \eta, \tau))=\xi^{2}+\mu(\eta, \tau) \tag{6.20}
\end{equation*}
$$

where $\mu(\eta, \tau)=\mu(u, v, y, \eta, \tau)$ is a homogeneous polynomial of degree two in $(\eta, \tau)$ and positive for $(\eta, \tau) \neq 0$. In this case, we can take the expansion in (6.13) to look like (cf. the related series (6.14))

$$
a(u, v, y, \xi, \eta, \tau) \sim \sum_{j=1}^{\infty} \chi(\xi, \eta, \tau) \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}}
$$

with $q_{j}(u, v, y, \xi, \tau, \eta)$ a polynomial of degree $j$ in $(\xi, \eta, \tau)$. Thus, for Case 2 we shall (and may) assume that

$$
a_{j}(u, v, y, \xi, \eta, \tau)=\frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}}
$$

In order to study the integral (6.19), we need to analyze each integral

$$
\left.\int_{\mathbb{R}} e^{i u \xi} a_{j}(u, v, y, \xi, \tau, \eta) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi=\int_{\mathbb{R}} e^{i u \xi} \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}} \widehat{\kappa \varphi}\right)(\xi, \tau) d \xi
$$

Writing $\xi^{2}+\mu(\eta, \tau)=\left(\xi+i \mu^{1 / 2}(\eta, \tau)\right)\left(\xi-i \mu^{1 / 2}(\eta, \tau)\right)$ and using Cauchy's theorem exactly as we did in (6.15), we obtain

$$
\begin{align*}
& \int_{\mathbb{R}} e^{i u \xi} \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi \\
& \quad=\int_{\mathbb{R}} e^{i u \xi} \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi+i \mu^{\frac{1}{2}}(\eta, \tau)\right)^{j}\left(\xi-i \mu^{\frac{1}{2}}(\eta, \tau)\right)^{j}} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi \\
& \quad=\left.\frac{-i}{(j-1)!}\left(\frac{\partial}{\partial \xi}\right)^{j-1}\right|_{\xi=-i \mu^{\frac{1}{2}}(\eta, \tau)}\left(e^{i u \xi} \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi-i \mu^{\frac{1}{2}}(\eta, \tau)\right)^{j}} \widehat{(\kappa \varphi)}(\xi, \tau)\right) . \tag{6.21}
\end{align*}
$$

Here, recalling that $u<0$, we shifted the line $\mathbb{R}=\{\Im \xi=0\}$ down to $\{\Im \xi=-\infty\}$ and we picked up a pole at $\xi=-i \mu^{1 / 2}(\eta, \tau)$. Moreover, it is important to note that $\kappa(t) \varphi(t, y)$ is supported in $t \geqslant 0$, so that

$$
\widehat{(\kappa \varphi)}(\xi, \tau)=\int_{0}^{\infty} \int_{\mathbb{R}^{n-2}} e^{-i t \xi-i y \cdot \tau} \varphi(t, y) d y d t
$$

and therefore if $\xi=z_{1}+i z_{2} \in \mathbb{C}$ with $z_{1}, z_{2} \in \mathbb{R}$ and $z_{2}<0$, then

$$
\widehat{(\kappa \varphi)}(\xi, \tau)=\int_{0}^{\infty} \int_{\mathbb{R}^{n-2}} e^{-i t z_{1}+t z_{2}-i y \cdot \tau} \varphi(t, y) d y d t
$$

is bounded as $z_{2} \rightarrow-\infty$. Therefore the integral remainder in (6.21) does indeed vanish as we take the contour $\mathbb{R}=\{\Im \mathfrak{\jmath} \xi=0\}$ down to $\{\Im \xi=-\infty\}$. Observe that

$$
\begin{aligned}
\widehat{(\kappa \varphi)}\left(-i \mu^{\frac{1}{2}}(\eta, \tau), \tau\right) & =\int_{0}^{\infty} \int_{\mathbb{R}^{n-2}} e^{-t \mu^{\frac{1}{2}}(\eta, \tau)-i y \cdot \tau} \varphi(t, y) d y d t \\
& =\int_{0}^{\infty} e^{-t \mu^{\frac{1}{2}}(\eta, \tau)} \psi(t, \tau) d t,
\end{aligned}
$$

where

$$
\psi(t, \tau)=\int_{\mathbb{R}^{n-2}} e^{-i y \cdot \tau} \varphi(t, y) d y \in \mathscr{S}\left(\mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}}([0, \infty))\right) \subseteq \mathscr{S}\left(\mathbb{R}^{n-2} ; \mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}])\right)
$$

and vanishes for $t<0$. We are now in the situation of Lemma 6.2, which implies that away from $(\eta, \tau)=(0,0)$, we have

$$
\widehat{(\kappa \varphi)}\left(-i \mu^{\frac{1}{2}}(\eta, \tau), \tau\right)=\int_{0}^{\infty} e^{-t \mu^{\frac{1}{2}}(\eta, \tau)} \psi(t, \tau) d t \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)
$$

Since for any $k$,

$$
\left.\partial_{\xi}^{k} \widehat{\kappa \varphi}\right)(\xi, \tau)=(-i)^{k} \int_{0}^{\infty} \int_{\mathbb{R}^{n-2}} e^{-i t \xi-i y \cdot \tau} t^{k} \varphi(t, y) d y d t
$$

and $t^{k} \mathcal{A}^{\mathcal{I}}([\mathbb{R} ;\{0\}]) \subseteq \mathcal{A}^{\mathcal{I}+k}([\mathbb{R} ;\{0\}])$, we have

$$
\left(\partial_{\xi}^{k} \widehat{\kappa \varphi \varphi}\right)\left(-i \mu^{\frac{1}{2}}(\eta, \tau), \tau\right) \in \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+k+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)
$$

Hence, by Lemma 5.1 and using the product rule noting that $\frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta-i \mu^{1 / 2}(\xi, \tau)\right)^{j}}$ is a symbol of order zero, we see that for arbitrary $k$,

$$
\begin{aligned}
& \left.\left.\left(\frac{\partial}{\partial \xi}\right)^{k}\right|_{\xi=-i \mu^{\frac{1}{2}}(\eta, \tau)}\left(\frac{p_{j}(u, v, y, \xi, \eta, \tau)}{\left(\eta-i \mu^{\frac{1}{2}}(\xi, \tau)\right)^{j}} \widehat{\kappa \varphi}\right)(\xi, \tau)\right) \\
& \quad \in C^{\infty}\left(\mathcal{U}_{(u, v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+k+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)\right) \\
& \quad \subseteq C^{\infty}\left(\mathcal{U}_{(u, v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)\right) .
\end{aligned}
$$

Now using the product rule in (6.21) we have

$$
\int_{\mathbb{R}} e^{i u \xi} \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi=e^{u \mu^{\frac{1}{2}}(\eta, \tau)} s_{j}(u, v, y, \eta, \tau), \quad \text { for } u<0
$$

where

$$
s_{j}(u, v, y, \eta, \tau) \in C^{\infty}\left(\mathcal{U}_{(u, v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)\right)
$$

Thus, in view of (6.19), it follows that

$$
\begin{aligned}
c_{j}(u, v, y, \eta, \tau) & :=\int_{\mathbb{R}} e^{i u \xi} \chi(\xi, \eta, \tau) a_{j}(u, v, y, \xi, \eta, \tau) \widehat{(\kappa \varphi)}(\xi, \tau) d \xi \\
& =\int_{\mathbb{R}} e^{i u \xi} \chi(\xi, \eta, \tau) \frac{q_{j}(u, v, y, \xi, \eta, \tau)}{\left(\xi^{2}+\mu(\eta, \tau)\right)^{j}} \widehat{(\kappa \varphi)}(\xi, \tau) d \xi \\
& =e^{u\langle 1, \eta, \tau\rangle} q_{j}(u, v, y, \eta, \tau)
\end{aligned}
$$

where $u<0,\langle 1, \eta, \tau\rangle^{2}:=1+\mu(\eta, \tau)$, and where

$$
q_{j}(u, v, y, \eta, \tau) \in C^{\infty}\left(\mathcal{U}_{(u, v, y)} ; \mathscr{S}\left(\mathbb{R}_{\tau}^{n-2} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}_{\eta}}\right)\right)\right)
$$

Hence, by (6.18), we have

$$
\phi_{j}=\int_{\mathbb{R}^{n-1}} e^{u\langle 1, \eta, \tau\rangle+i v \eta+i y \cdot \tau} q_{j}(u, v, y, \eta, \tau) d \eta d \tau
$$

Now employing Lemma 6.1, we can write

$$
\int_{\mathbb{R}^{n-2}} e^{u\langle 1, \eta, \tau\rangle+i y \cdot \tau} q_{j}(u, v, y, \eta, \tau) d \tau=e^{u\langle 1, \eta\rangle} \tilde{q}_{j}(u, v, y, \eta),
$$

where $\langle 1, \eta\rangle^{2}:=1+\mu(\eta, 0)=1+|\eta|^{2}$ (with $|\eta|^{2}$ denoting the Riemannian squared length of $\eta$ by (6.20)), and

$$
(u, v, y) \mapsto \tilde{q}_{j}(u, v, y, \eta) \in C^{\infty}\left(\mathcal{U} ; \mathcal{A}^{\mathcal{I}+1}\left(\overline{\mathbb{R}}_{\eta}\right)\right)
$$

In conclusion, we have

$$
\phi_{j}=\int_{\mathbb{R}} e^{u\langle 1, \eta\rangle+i v \eta} \tilde{q}_{j}(u, v, y, \eta) d \eta, \quad \text { for } u<0
$$

Up to a smooth function we can write this as

$$
\phi_{j} \equiv \int_{\mathbb{R}} e^{u|\eta|+i v \eta} \tilde{q}_{j}(u, v, y, \eta) d \eta, \quad \text { for } u<0
$$

We are now in the exact same situation as we were at the end of Case 1 (but now we have $\eta$ instead of $\xi$ and now $u<0$ instead of having $v$ 's of various signs in that case). Therefore, by the same argument based on Theorem 4.8, $\phi_{j} \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)$ as required.

Finally, we remark that all the lemmas used in this proof depend continuously on their function data (as can be seen by examining the proofs). Therefore, the map

$$
\mathcal{A}^{\mathcal{I}}(H, E) \ni \phi \mapsto \mathcal{D}^{-1} \delta_{H} G_{H} \phi \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{H}, E\right)
$$

depends continuously on $\phi$.

## 7. The Cauchy integral and transform on manifolds with corners

Using Theorem 6.3 we can now define the Cauchy integral and transform; see Lemma 7.1. The main results of this section include the Borel-Pompeiu formula (a generalization of Cauchy's integral formula) in Theorem 7.2, which implies Theorems 2.1 and 2.4 on the Cauchy integral ( $=$ Poisson operator). We also prove Theorem 2.2 on the Cauchy transform ( $=$ Calderón projector).

### 7.1. Definition of the Cauchy integral and transform

Let $X \subseteq M$ be a compact manifold corners of codimension two with $\operatorname{dim} X=\operatorname{dim} M$.
The Cauchy integral or Poisson operator is defined by

$$
\mathcal{K}:=\sum_{H \in M_{1}(X)} \mathcal{D}^{-1} \delta_{H} G_{H},
$$

where $\delta_{H}$ is the delta function concentrated on $H$ and $G_{H}: E \rightarrow F$ is the principal symbol of $\mathcal{D}$ evaluated on the inward pointing unit normal vector field to $H$. Let $\mathcal{I}>-1$ be an index family associated to $M_{2}(X)$. Then applying Theorem 6.3 to each of $\mathcal{D}^{-1} \delta_{H} G_{H}$ it follows that

$$
\mathcal{K}: \mathcal{A}^{\mathcal{I}}(\partial X, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}^{( }}\left(M_{\mathrm{tb}}, E\right)
$$

where $\mathcal{A}^{\mathcal{I}}(\partial X, E):=\left.\left(\mathcal{A}^{\mathcal{I}}\left(X_{\mathrm{tb}}, E\right)\right)\right|_{\partial X}$ with $\left.\right|_{\partial X}$ meaning restriction to the interior of each boundary hypersurface of $X$, where (see Fig. 5 in Section 2)

$$
M_{\mathrm{tb}}:=\left[M ; M_{2}(X) ; M_{1}(X)\right]
$$

and $\widehat{\mathcal{I}}$ is the index set defined in (4.16) associated to the faces coming from the blow-ups of $M_{2}(X)$. If $\varphi \in \mathcal{A}^{\mathcal{I}}(\partial X, E)$, then $\mathcal{K} \varphi \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(M_{\mathrm{tb}}, E\right)$, so restriction to $X_{\mathrm{tb}} \subseteq M_{\mathrm{tb}}$ we get $\left.(\mathcal{K} \varphi)\right|_{X_{\mathrm{tb}}} \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$ and on the interior of $X_{\mathrm{tb}}$, we have

$$
\mathcal{D}(\mathcal{K} \varphi)=\sum_{H \in M_{1}(X)} \mathcal{D} \mathcal{D}^{-1} \delta_{H} G_{H} \varphi=\sum_{H \in M_{1}(X)} \delta_{H} G_{H} \varphi=0 .
$$

Therefore, restriction to $\stackrel{\circ}{X}_{\mathrm{tb}} \subseteq M_{\mathrm{tb}}$, we have $\mathcal{K} \varphi \in \operatorname{ker}\left(\mathcal{D}\right.$ on $\left.\mathcal{A}^{\widehat{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)\right)$. Hence, if for any index set $\mathcal{J}$ associated to $M_{2}(X)$, we define

$$
\gamma_{\partial X}^{+}: \mathcal{A}^{\mathcal{J}}\left(M_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\mathcal{J}}(\partial X, E)
$$

as the restriction map $\gamma_{\partial X}^{+}:=\left.\right|_{\partial X}$, from the interior of $X_{\mathrm{tb}} \subset M_{\mathrm{tb}}$ to the hypersurface components of $\partial X$ minus the corners of $X$, then $\gamma_{\partial X}^{+} \mathcal{K} \varphi \in \mathcal{H}_{\widehat{\mathcal{I}}}(\mathcal{D})$ by definition of the Cauchy-Hardy space

$$
\mathcal{H}_{\widehat{\mathcal{I}}}(\mathcal{D}):=\left\{\left.\phi\right|_{\partial X} \mid \phi \in \mathcal{A}^{\widehat{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \mathcal{D} \phi=0\right\},
$$

where $\left.\phi\right|_{\partial X}:=\gamma_{\partial X}^{+} \phi$. Therefore, if we define the Cauchy transform or Calderón projector

$$
\mathcal{C}: \mathcal{A}^{\mathcal{I}}(\partial X, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}}(\partial X, E)
$$

by

$$
\mathcal{C} \varphi:=\gamma_{\partial X}^{+} \mathcal{K} \varphi \quad \text { for all } \varphi \in \mathcal{A}^{\mathcal{I}}(\partial X, E),
$$

then $\operatorname{ran} \mathcal{C} \subseteq \mathcal{H}_{\widehat{\mathcal{I}}}(\mathcal{D})$. We summarize our findings in the following lemma.
Lemma 7.1. For any index family $\mathcal{I}>-1$ associated to $M_{2}(X)$, the Cauchy integral defines a continuous linear map

$$
\mathcal{K}:=\sum_{H \in M_{1}(X)} \mathcal{D}^{-1} \delta_{H} G_{H}: \mathcal{A}^{\mathcal{I}}(\partial X, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}^{( }}\left(M_{\mathrm{tb}}, E\right)
$$

with

$$
\operatorname{ran}\left(\gamma_{X_{\mathrm{tb}}} \mathcal{K}\right) \subseteq \operatorname{ker}\left(\mathcal{D}: \mathcal{A}^{\widehat{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)\right)
$$

where $\gamma_{X_{\mathrm{tb}}}$ denotes restriction from $M_{\mathrm{tb}}$ to $X_{\mathrm{tb}}$. The Cauchy transform defines a continuous linear map

$$
\mathcal{C}:=\gamma_{\partial X}^{+} \mathcal{K}: \mathcal{A}^{\mathcal{I}}(\partial X, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{I}}}(\partial X, E) \quad \text { with } \operatorname{ran} \mathcal{C} \subseteq \mathcal{H}_{\widehat{\mathcal{I}}}(\mathcal{D})
$$

Having defined the Cauchy integral and Calderón-Cauchy projector, we now investigate their main properties.

### 7.2. Properties of the Cauchy integral (Poisson operator)

The first formula in the following theorem is the so-called the Borel-Pompeiu theorem; see [85] for a historical review. In the following theorem the function $\chi$ on $M_{\mathrm{tb}}$ is defined by

$$
\chi:= \begin{cases}1 & \text { on } X_{\mathrm{tb}}, \\ 0 & \text { on } M_{\mathrm{tb}} \backslash X_{\mathrm{tb}} .\end{cases}
$$

The following theorem, in particular, proves Theorem 2.4.
Theorem 7.2 (Borel-Pompeiu's formula). For any index family $\mathcal{I}>-1$ associated to $M_{2}(X)$, if $\phi \in \mathcal{A}^{\mathcal{I}}\left(X_{\mathrm{tb}}, E\right)$ and $\varphi:=\left.\phi\right|_{\partial X} \in \mathcal{A}^{\mathcal{I}}(\partial X, E)$, then

$$
(\mathcal{K} \varphi)(x)+\left(\mathcal{D}^{-1} \chi \mathcal{D} \phi\right)(x)= \begin{cases}\phi(x), & x \in X_{\mathrm{tb}}, \\ 0, & x \in M_{\mathrm{tb}} \backslash X_{\mathrm{tb}}\end{cases}
$$

In particular, if $\mathcal{D} \phi=0$, then "Cauchy's formula" holds:

$$
(\mathcal{K} \varphi)(x)= \begin{cases}\phi(x), & x \in X_{\mathrm{tb}} \\ 0, & x \in M_{\mathrm{tb}} \backslash X_{\mathrm{tb}}\end{cases}
$$

Proof. Extend $\phi$ to $M_{\mathrm{tb}}$ via $\tilde{\phi}:=\chi \phi$. In order to apply $\mathcal{D}$ to $\tilde{\phi}$, we work locally (at least for the moment) so consider near a corner $Y$ as shown in Fig. 13, and by choosing a partition of unity of $X_{\mathrm{tb}}$ if necessary and by reflecting if necessary we assume that $\phi$ is supported near $Y$ and near $\theta=0$ in Fig. 13.

Specify the coordinates $(u, v, y)$ near $Y$ in $M$ with $H=\{u \geqslant 0, v=0\}$ such that the metric takes the form

$$
g=d v^{2}+h(v)
$$

where $h(v)$ is a metric in the $u, y$ coordinates and in these coordinates write

$$
\mathcal{D}=G_{1} \partial_{u}+G_{2} \partial_{v}+B .
$$

Introducing polar coordinates $(r, \theta)$, this becomes

$$
\mathcal{D}=\left(G_{1} \cos \theta+G_{2} \sin \theta\right) \partial_{r}+\frac{1}{r}\left(G_{2} \cos \theta-G_{1} \sin \theta\right) \partial_{\theta}+B
$$



Fig. 13. The manifolds $X_{\mathrm{tb}}$ and $M_{\mathrm{tb}}$ near the blow-ups.
and

$$
\tilde{\phi}=\kappa(\theta) \phi(r, \theta),
$$

where $\kappa$ is the Heaviside function on $\mathbb{R}$. Applying $\mathcal{D}$ to $\tilde{\phi}$ and using that de derivative of the Heaviside function is the delta distribution, it follows that

$$
\mathcal{D} \tilde{\phi}=\frac{1}{r} G_{2} \delta(\theta) \phi(r, 0)+\kappa(\theta) \mathcal{D} \phi(r, \theta)
$$

Since Clifford multiplication by the inward pointing normal on $H$ is exactly $G_{2}$ and since $\phi(r, 0)=\varphi(r)$, as a distribution acting on $C_{c}^{\infty}(M, F)$ we have

$$
\begin{aligned}
\left(\frac{1}{r} G_{2} \delta(\theta) \phi(r, 0)\right)(\psi) & =\int_{M} \frac{1}{r}\left\langle\psi(r, \theta), G_{H} \delta(\theta) \varphi(r)\right| r d r d \theta d y \\
& =\int_{M}\left\langle\psi(r, 0), G_{H} \varphi(r)\right\rangle d r d y=\left(G_{H} \delta_{H} \varphi\right)(\psi)
\end{aligned}
$$

Hence,

$$
\mathcal{D} \tilde{\phi}=\delta_{H} \otimes G_{H} \varphi+\chi \mathcal{D} \phi
$$

In conclusion, summing up our local results, we have

$$
\mathcal{D} \tilde{\phi}=\sum_{H \in M_{1}(X)} \delta_{H} G_{H} \varphi+\chi \mathcal{D} \phi
$$

Applying $\mathcal{D}^{-1}$ to both sides we get

$$
\tilde{\phi}=\sum_{H \in M_{1}(X)} \mathcal{D}^{-1} \delta_{H} G_{H} \varphi+\mathcal{D}^{-1} \chi \mathcal{D} \phi=: \mathcal{K} \varphi+\mathcal{D}^{-1} \chi \mathcal{D} \phi .
$$

This proves our result.

### 7.3. Proof of Theorem 2.1 on the Poisson operator

Recall from (5.9) that for any index set $\mathcal{I}$ associated to $M_{2}(X)$, we have

$$
\phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \quad \Longleftrightarrow \phi \in \mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right),
$$

where $\mathcal{F} \in \overline{\mathcal{I}}$ means that $\mathcal{F}$ is an index family associated to $M_{2}(X)$ and for each $Y \in M_{2}(X)$, $\mathcal{F}_{Y} \subseteq \mathcal{I}_{Y} \cup\left(\mathbb{N}_{0} \times \mathbb{N}_{0}\right)$. As already mentioned, an element of $\mathcal{A}^{\mathcal{F}}\left(X_{\mathrm{tb}}, E\right)$ basically has the same expansions as an element of $\mathcal{A}^{\mathcal{I}}\left(X_{\mathrm{tb}}, E\right)$ except one can add smooth expansions multiplied by logarithms. One of the key properties of $\overline{\mathcal{I}}$ is that if $\mathcal{F} \in \overline{\mathcal{I}}$, then $\widehat{\mathcal{F}} \in \overline{\mathcal{I}}$.

To prove Theorem 2.1, we shall prove that for any index family $\mathcal{I}>-1$ associated to $M_{2}(X)$,

$$
\begin{equation*}
\gamma_{X_{\mathrm{tb}}} \mathcal{K}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \tag{7.1}
\end{equation*}
$$

where $\gamma_{X_{\mathrm{tb}}}$ denotes restriction from $M_{\mathrm{tb}}$ to $X_{\mathrm{tb}}$ and

$$
\begin{equation*}
\operatorname{ran}\left(\gamma_{X_{\mathrm{tb}}} \mathcal{K}\right)=\operatorname{ker}\left(\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)\right) \tag{7.2}
\end{equation*}
$$

In fact, by Lemma 7.1 we know that

$$
\gamma_{X_{\mathrm{tb}}} \mathcal{K}: \mathcal{A}^{\mathcal{F}}(\partial X, E) \rightarrow \mathcal{A}^{\widehat{\mathcal{F}}}\left(X_{\mathrm{tb}}, E\right)
$$

with

$$
\operatorname{ran}\left(\gamma_{X_{\mathrm{tb}}} \mathcal{K} \text { on } \mathcal{A}^{\mathcal{F}}(\partial X, E)\right) \subseteq \operatorname{ker}\left(\mathcal{D} \text { on } \mathcal{A}^{\widehat{\mathcal{F}}}\left(X_{\mathrm{tb}}, E\right)\right)
$$

Since $\mathcal{F} \in \overline{\mathcal{I}} \Rightarrow \widehat{\mathcal{F}} \in \overline{\mathcal{I}}$, (7.1) follows and (7.2) will follow if we can show the inclusion

$$
\operatorname{ker}\left(\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right)\right) \subseteq \operatorname{ran}\left(\gamma_{X_{\mathrm{tb}}} \mathcal{K} \text { on } \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)\right)
$$

However, this inclusion follows immediately from Cauchy's formula in Theorem 7.2.

### 7.4. Proof of Theorem 2.2 on the Calderón projector

We need to prove that for any index family $\mathcal{I}>-1$ associated to $M_{2}(X)$, the Cauchy transform $\mathcal{C}$ defines a continuous linear map

$$
\mathcal{C}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)
$$

such that
(i) $\mathcal{C}=\operatorname{Id}$ on $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}):=\left\{\left.\phi\right|_{\partial X} \mid \phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \mathcal{D} \phi=0\right\}$;
(ii) $\mathcal{C}^{2}=\mathcal{C}$ on $\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$; that is, $\mathcal{C}$ is a projection;
(iii) $\operatorname{ran} \mathcal{C}=\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$.

Step I. We first show that $\mathcal{C}=\operatorname{Id}$ on $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$. Let $\varphi=\left.\phi\right|_{\partial X}$ where $\phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right)$ and $\mathcal{D} \phi=0$; we need to show that $\mathcal{C} \varphi=\varphi$. But, by Borel-Pompeiu's formula, we have

$$
(\mathcal{K} \varphi)(x)= \begin{cases}\phi(x), & x \in X_{\mathrm{tb}}, \\ 0, & x \in M_{\mathrm{tb}} \backslash X_{\mathrm{tb}}\end{cases}
$$

Hence,

$$
\mathcal{C} \varphi:=\gamma_{\partial X}^{+}(\mathcal{K} \varphi)=\gamma_{\partial X}^{+}(\phi)=\varphi .
$$

Hence, $\mathcal{C}=\operatorname{Id}$ on $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$.
Step II. From Lemma 7.1 we know that $\operatorname{ran} \mathcal{C} \subseteq \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$. Therefore, since $\mathcal{C}=$ Id on $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$ by Step I, we have

$$
\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})=\operatorname{Id}\left(\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})\right)=\mathcal{C}\left(\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})\right) \subseteq \operatorname{ran\mathcal {C}}
$$

Therefore $\operatorname{ran} \mathcal{C}=\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$.

Step III. Finally, we show that $\mathcal{C}^{2}=\mathcal{C}$. Let $\varphi \in \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)$. Then by Lemma 7.1, we know that $\mathcal{C} \varphi \in \mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$. Hence, as $\mathcal{C}=\mathrm{Id}$ on $\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D})$ by Step I, we see that

$$
\mathcal{C}^{2} \varphi=\mathcal{C}(\mathcal{C} \varphi)=\operatorname{Id}(\mathcal{C} \varphi)=\mathcal{C} \varphi
$$

Therefore $\mathcal{C}^{2}=\mathcal{C}$ and our proof is complete.

## 8. Fredholm properties on polyhomogeneous spaces

In this section we prove Theorem 2.5 characterizing Fredholm boundary value problems for Dirac operators on manifolds with corners of codimension two.

### 8.1. BVPs for linear maps between vector spaces

The proof of Theorem 2.5 is based on Theorem 8.1 below concerning "abstract" BVPs. This theorem was proved with J. Park in [68], but in order to keep this article self-contained, we give an abbreviated proof of the theorem whose details can be filled in or looked up in [68]. Let $V_{0}, V_{1}, V_{2}$ be vector spaces (finite- or infinite-dimensional) and let

$$
A: V_{1} \rightarrow V_{2}, \quad \gamma: V_{1} \rightarrow V_{0}
$$

be linear surjective maps. Suppose that there is a projection $\mathcal{C}: V_{0} \rightarrow V_{0}$ whose image is the "Hardy space" of $A$

$$
\mathcal{H}(A):=\gamma \operatorname{ker} A=\left\{\gamma \phi \mid \phi \in V_{1}, A \phi=0\right\} \subseteq V_{0} .
$$

Also suppose that the "unique continuation property" holds:

$$
\psi \in \operatorname{ran\mathcal {C}} \quad \Longleftrightarrow \quad \exists!\phi \in V_{1}, \quad A \phi=0 \quad \text { and } \quad \gamma \phi=\psi .
$$

The novelty of the following "abstract" boundary value problem for linear maps is that it makes no mention of topology (Hilbert space, Fréchet space, etc.) so it can be applied to a wide range of situations. (In [68] the following result was stated for topological vector spaces but the proof is purely linear algebraic and makes no mention of topology.)

Theorem 8.1. (See [68].) For an arbitrary projection $\mathcal{P}: V_{0} \rightarrow V_{0}$, the operator

$$
A_{\mathcal{P}}: \operatorname{dom}\left(A_{\mathcal{P}}\right) \rightarrow V_{2},
$$

where

$$
\operatorname{dom}\left(A_{\mathcal{P}}\right):=\left\{\phi \in V_{1} \mid \mathcal{P}(\gamma \phi)=0\right\} \subseteq V_{1}
$$

and the operator

$$
\mathcal{P C}: \operatorname{ran} \mathcal{C} \rightarrow \operatorname{ran} \mathcal{P}
$$

have isomorphic kernels and cokernels

$$
\operatorname{ker} A_{\mathcal{P}} \cong \operatorname{ker}(\mathcal{P C}: \operatorname{ran} \mathcal{C} \rightarrow \operatorname{ran} \mathcal{P}), \quad \frac{V_{2}}{\operatorname{ran} A_{\mathcal{P}}} \cong \frac{\operatorname{ran} \mathcal{P}}{\operatorname{ran}(\mathcal{P C}: \operatorname{ran\mathcal {C}} \rightarrow \operatorname{ran} \mathcal{P})}
$$

In particular, $A_{\mathcal{P}}$ is Fredholm; that is, it has a finite-dimensional kernel and cokernel, if and only if $\mathcal{P C}: \operatorname{ran} \mathcal{C} \rightarrow \operatorname{ran} \mathcal{P}$ is Fredholm, in which case

$$
\operatorname{ind} A_{\mathcal{P}}=\operatorname{ind}(\mathcal{P C}: \operatorname{ran} \mathcal{C} \rightarrow \operatorname{ran} \mathcal{P})
$$

Proof. We need to prove that $\operatorname{ker} A_{\mathcal{P}} \cong \operatorname{ker} \mathcal{P C}$ and coker $A_{\mathcal{P}} \cong \operatorname{coker} \mathcal{P C}$. That ker $A_{\mathcal{P}} \cong$ $\operatorname{ker} \mathcal{P C}$ is easy: By "unique continuation," it follows that

$$
\begin{aligned}
\psi \in \operatorname{ran} \mathcal{C}, \quad \mathcal{P} \psi=0 & \Longleftrightarrow \exists!\phi, \quad A \phi=0 \quad \text { and } \quad \gamma \phi=\psi \quad \text { and } \quad \mathcal{P} \psi=0 \\
& \Longleftrightarrow \exists!\phi, \quad A \phi=0 \quad \text { and } \quad \mathcal{P} \gamma \phi=0 \quad \text { and } \quad \gamma \phi=\psi \\
& \Longleftrightarrow \exists!\phi \in \operatorname{ker} A_{\mathcal{P}} \quad \text { with } \gamma \phi=\psi .
\end{aligned}
$$

Therefore the map

$$
\operatorname{ker} A_{\mathcal{P}} \ni \phi \mapsto \gamma \phi \in \operatorname{ker} \mathcal{P C}
$$

is an isomorphism.
To prove that coker $A_{\mathcal{P}} \cong$ coker $\mathcal{P C}$, we define a map

$$
f: V_{0} \rightarrow V_{2} / \operatorname{ran} A_{\mathcal{P}}=: \text { coker } A_{\mathcal{P}}
$$

as follows. Let $\psi \in V_{0}$. Then there is a $\phi \in V_{1}$ such that $\gamma \phi=\psi$. We define

$$
f(\psi):=[A \phi] \in V_{2} / \operatorname{ran} A_{\mathcal{P}}
$$

where [ ] denotes equivalence class. It is easy to check that $f$ is well defined independent of the choice of $\phi \in V_{1}$ with $\gamma \phi=\psi$, and, since $A: V_{1} \rightarrow V_{2}$ is surjective, $f$ is also surjective. It is also easy to check that $f: \operatorname{ker} \mathcal{P} \rightarrow \operatorname{ran} A_{\mathcal{P}}$, therefore $f$ descends to a (still surjective) map on the quotient:

$$
\tilde{f}: V_{0} / \operatorname{ker} \mathcal{P} \rightarrow V_{2} / \operatorname{ran} A_{\mathcal{P}}
$$

Since $\mathcal{P}$ is a projection, we have a canonical isomorphism $\operatorname{ran} \mathcal{P} \cong V_{0} /$ ker $\mathcal{P}$, therefore we obtain a surjective map $\tilde{f}: \operatorname{ran} \mathcal{P} \rightarrow V_{2} / \operatorname{ran} A_{\mathcal{P}}$. Finally, one can show that $\operatorname{ker} \tilde{f}=\operatorname{ran}(\mathcal{P C}: \operatorname{ran} \mathcal{C} \rightarrow$ $\operatorname{ran} \mathcal{P}$ ). It follows that $\tilde{f}$ descends to an isomorphism of vector spaces

$$
\operatorname{coker} \mathcal{P C}:=\operatorname{ran} \mathcal{P} / \operatorname{ran} \mathcal{P C} \stackrel{\cong}{\rightrightarrows} V_{2} / \operatorname{ran} A_{\mathcal{P}}=: \text { coker } A_{\mathcal{P}}
$$

which completes our proof.

### 8.2. The Fredholm theorem

To prove Theorem 2.5, let $\mathcal{I}>-1$ be any index family associated to $M_{2}(X)$ and consider

$$
\mathcal{D}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}-1}\left(X_{\mathrm{tb}}, F\right), \quad \gamma_{\partial X}^{+}: \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E),
$$

where $\gamma_{\partial X}^{+}:=\left.\right|_{\partial X}$ means restriction to (the hypersurface components of) $\partial X$, which is obviously surjective. Also, $\mathcal{D}$ is surjective by Theorem 5.4 and by Theorem 2.2 we know that

$$
\mathcal{C}: \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E) \rightarrow \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)
$$

has image equal to the Cauchy data space of $\mathcal{D}$ :

$$
\mathcal{H}_{\overline{\mathcal{I}}}(\mathcal{D}):=\gamma_{\partial X}^{+} \operatorname{ker}_{\overline{\mathcal{I}}} \mathcal{D}=\left\{\gamma_{\partial X}^{+} \phi \mid \phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \mathcal{D} \phi=0\right\} \subseteq \mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)
$$

and

$$
\psi \in \operatorname{ran\mathcal {C}} \Longleftrightarrow \exists!\phi \in \mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \quad \mathcal{D} \phi=0 \quad \text { and } \quad \gamma_{\partial X}^{+} \phi=\psi
$$

Note that the uniqueness statement is just the celebrated unique continuation principle for Dirac operators; see for example [7,11,28]. Therefore, with

$$
A=\mathcal{D}, \quad V_{1}=\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, E\right), \quad V_{2}=\mathcal{A}^{\overline{\mathcal{I}}}\left(X_{\mathrm{tb}}, F\right), \quad \gamma=\gamma_{\partial X}^{+}, \quad V_{0}=\mathcal{A}^{\overline{\mathcal{I}}}(\partial X, E)
$$

we have satisfied all the conditions of Theorem 8.1. Applying Theorem 8.1 to this situation gives Theorem 2.5.

## Acknowledgments

The author thanks Jinsung Park and the Institute for Advanced Study in Seoul, Korea, for their hospitality (and coffee) while this paper was completed.

## References

[1] R. Abreu Blaya, J. Bory Reyes, Commutators and singular integral operators in Clifford analysis, Complex Var. Theory Appl. 50 (4) (2005) 265-281.
[2] R. Abreu Blaya, J. Bory Reyes, Cauchy transform and rectifiability in Clifford analysis, Z. Anal. Anwendungen 24 (1) (2005) 167-178.
[3] R. Abreu-Blaya, J. Bory-Reyes, T. Moreno-García, Teodorescu transform decomposition of multivector fields on fractal hypersurfaces, in: Wavelets, Multiscale Systems and Hypercomplex Analysis, in: Oper. Theory Adv. Appl., vol. 167, Birkhäuser, Basel, 2006, pp. 1-16.
[4] R. Abreu-Blaya, J. Bory-Reyes, T. Moreno-García, D. Peña-Peña, Weighted Cauchy transforms in Clifford analysis, Complex Var. Elliptic Equ. 51 (5-6) (2006) 397-406.
[5] R. Abreu Blaya, D. Peña Peña, J. Bory Reyes, Clifford Cauchy type integrals on Ahlfors-David regular surfaces in $\mathbb{R}^{m+1}$, Adv. Appl. Clifford Algebras 13 (2) (2003) 133-156.
[6] B. Ammann, V. Nistor, Weighted Sobolev spaces and regularity for polyhedral domains, preprint, 2006.
[7] N. Aronszajn, A unique continuation theorem for solutions of elliptic partial differential equations or inequalities of second order, J. Math. Pures Appl. (9) 36 (1957) 235-249.
[8] M.F. Atiyah, I.M. Singer, The index of elliptic operators on compact manifolds, Bull. Amer. Math. Soc. 69 (1963) 422-433.
[9] I. Babuska, V. Nistor, Boundary value problems in spaces of distributions on smooth and polygonal domains, preprint, 2006.
[10] J.C. Baez, The octonions, Bull. Amer. Math. Soc. (N.S.) 39 (2) (2002) 145-205 (electronic).
[11] C. Bär, Zero sets of solutions to semilinear elliptic systems of first order, Invent. Math. 138 (1) (1999) 183-202.
[12] S.R. Bell, The Cauchy Transform, Potential Theory, and Conformal Mapping, Stud. Adv. Math., CRC Press, Boca Raton, FL, 1992.
[13] N. Berline, E. Getzler, M. Vergne, Heat Kernels and Dirac Operators, Springer-Verlag, New York, 1992.
[14] S. Bernstein, L. Lanzani, Szegó projections for Hardy spaces of monogenic functions and applications, Int. J. Math. Math. Sci. 29 (10) (2002) 613-624.
[15] B. Booß-Bavnbek, K.P. Wojciechowski, Elliptic Boundary Problems for Dirac Operators, Birkhäuser Boston, Inc., Boston, MA, 1993.
[16] L. Boutet de Monvel, Boundary problems for pseudo-differential operators, Acta Math. 126 (1-2) (1971) 11-51.
[17] F. Brackx, R. Delanghe, F. Sommen, Clifford Analysis, Res. Notes Math., vol. 76, Pitman (Advanced Publishing Program), Boston, MA, 1982.
[18] R. Brauer, H. Weyl, Spinors in $n$ dimensions, Amer. J. Math. 57 (2) (1935) 425-449.
[19] D.M.J. Calderbank, Dirac operators and Clifford analysis on manifolds with boundary, preprint, 1997.
[20] A.-P. Calderón, Boundary value problems for elliptic equations, in: Outlines Joint Sympos. Partial Differential Equations, Novosibirsk, 1963, Acad. Sci. USSR Siberian Branch, Moscow, 1963, pp. 303-304.
[21] A.-P. Calderón, Cauchy integrals on Lipschitz curves and related operators, Proc. Natl. Acad. Sci. USA 74 (4) (1977) 1324-1327.
[22] C.J. Callias, On the existence of small-time heat expansions for operators with irregular singularities in the coefficients, Math. Res. Lett. 2 (2) (1995) 129-146.
[23] W.K. Clifford, Applications of Grassmann's extensive algebra, Amer. J. Math. 1 (4) (1878) 350-358.
[24] J. Cnops, An Introduction to Dirac Operators on Manifolds, Prog. Math. Phys., vol. 24, Birkhäuser Boston, Inc., Boston, MA, 2002.
[25] R.R. Coifman, P.W. Jones, S. Semmes, Two elementary proofs of the $L^{2}$ boundedness of Cauchy integrals on Lipschitz curves, J. Amer. Math. Soc. 2 (3) (1989) 553-564.
[26] R.R. Coifman, A. McIntosh, Y. Meyer, L'intégrale de Cauchy définit un opérateur borné sur $L^{2}$ pour les courbes lipschitziennes, Ann. of Math. (2) 116 (2) (1982) 361-387.
[27] J. Conway, Functions of One Complex Variable, Springer-Verlag, New York, 1978.
[28] H.O. Cordes, Über die eindeutige Bestimmtheit der Lösungen elliptischer Differentialgleichungen durch Anfangsvorgaben, Nachr. Akad. Wiss. Göttingen Math.-Phys. Kl. IIa 1956 (1956) 239-258.
[29] B.E.J. Dahlberg, Estimates of harmonic measure, Arch. Ration. Mech. Anal. 65 (3) (1977) 275-288.
[30] M. Dauge, Elliptic Boundary Value Problems on Corner Domains. Smoothness and Asymptotics of Solutions, Lecture Notes in Math., vol. 1341, Springer-Verlag, Berlin, 1988.
[31] G. de Rham, K. Kodaira, Harmonic Integrals, Institute for Advanced Study, Princeton, NJ, 1950.
[32] R. Delanghe, On regular-analytic functions with values in a Clifford algebra, Math. Ann. 185 (1970) 91-111.
[33] R. Delanghe, Clifford analysis: History and perspective, Comput. Methods Funct. Theory 1 (1) (2001) 107-153.
[34] P.A.M. Dirac, The Principles of Quantum Mechanics, third ed., Clarendon Press, Oxford, 1947.
[35] G.M. Dixon, Division Algebras: Octonions, Quaternions, Complex Numbers and the Algebraic Design of Physics, Math. Appl., vol. 290, Kluwer Academic Publishers Group, Dordrecht, 1994.
[36] T. Dray, C.A. Manogue, Using octonions to describe fundamental particles, in: Clifford Algebras, Cookeville, TN, 2002, in: Prog. Math. Phys., vol. 34, Birkhäuser Boston, Boston, MA, 2004, pp. 451-466.
[37] W. Eichhorn, Funktionentheorie in Algebren über dem reellen Zahlkörper und ihre Anwendung auf partielle Differentialgleichungen, Inauguraldissertation zur Erlangung der Doktorwürde der Hohen Naturwissenschaftlichen Fakultät der Julius-Maximilians-Universität Würzburg, Würzburg, 1961.
[38] E.B. Fabes, M. Jodeit Jr., N.M. Rivière, Potential techniques for boundary value problems on $C^{1}$-domains, Acta Math. 141 (3-4) (1978) 165-186.
[39] R. Fueter, Über die Funktionentheorie in einer hyperkomplexen Algebra, Elem. Math. 3 (1948) 89-94.
[40] J.E. Gilbert, M.A.M. Murray, Clifford Algebras and Dirac Operators in Harmonic Analysis, Cambridge Stud. Adv. Math., vol. 26, Cambridge Univ. Press, Cambridge, 1991.
[41] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Monogr. Stud. Math., vol. 24, Pitman (Advanced Publishing Program), Boston, MA, 1985.
[42] G. Grubb, Functional Calculus of Pseudodifferential Boundary Problems, second ed., Progr. Math., Birkhäuser, Boston, 1996.
[43] G. Grubb, Trace expansions for pseudodifferential boundary problems for Dirac-type operators and more general systems, Ark. Mat. 37 (1) (1999) 45-86.
[44] F. Gürsey, C.-H. Tze, On the Role of Division, Jordan and Related Algebras in Particle Physics, World Scientific Publishing Co. Inc., River Edge, NJ, 1996.
[45] D. Hestenes, Multivector functions, J. Math. Anal. Appl. 24 (1968) 467-473.
[46] N. Hitchin, Harmonic spinors, Adv. Math. 14 (1974) 1-55.
[47] L. Hörmander, The Analysis of Linear Partial Differential Operators. I: Distribution Theory and Fourier Analysis, second ed., Springer-Verlag, Berlin, 1990.
[48] V. Iftimie, Fonctions hypercomplexes, Bull. Math. Soc. Sci. Math. Roumanie (N.S.) 9 (57) (1965) 279-332, (1966).
[49] D. Jerison, C.E. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains, J. Funct. Anal. 130 (1) (1995) 161-219.
[50] D. Jerison, C.E. Kenig, The Neumann problem on Lipschitz domains, Bull. Amer. Math. Soc. (N.S.) 4 (2) (1981) 203-207.
[51] J. Johnsen, Elliptic boundary problems and the Boutet de Monvel calculus in Besov and Triebel-Lizorkin spaces, Math. Scand. 79 (1) (1996) 25-85.
[52] E. Kähler, Der innere Differentialkalkül, Rend. Mat. Appl. (5) 21 (1962) 425-523.
[53] D. Kapanadze, B.-W. Schulze, Boundary value problems on manifolds with exits to infinity, in: Partial Differential Operators, Torino, 2000, Rend. Sem. Mat. Univ. Politec. Torino 58 (3) (2000) 301-359, (2002).
[54] C. Kenig, Y. Meyer, Kato's square roots of accretive operators and Cauchy kernels on Lipschitz curves are the same, in: Recent Progress in Fourier Analysis, El Escorial, 1983, in: North-Holland Math. Stud., vol. 111, NorthHolland, Amsterdam, 1985, pp. 123-143.
[55] C.E. Kenig, Harmonic Analysis Techniques for Second Order Elliptic Boundary Value Problems, CBMS Reg. Conf. Ser. Math., vol. 83, Published for the Conference Board of the Mathematical Sciences, Washington, DC, 1994.
[56] N. Kerzman, E.M. Stein, The Cauchy kernel, the Szegö kernel, and the Riemann mapping function, Math. Ann. 236 (1) (1978) 85-93.
[57] V.A. Kondrat'ev, Boundary value problems for elliptic equations in domains with conical or angular points, Tr . Mosk. Mat. Obs. 16 (1967) 209-292.
[58] V.A. Kozlov, V.G. Maz'ya, J. Rossmann, Spectral Problems Associated with Corner Singularities of Solutions to Elliptic Equations, Math. Surveys Monogr., vol. 85, Amer. Math. Soc., Providence, RI, 2001.
[59] T. Krainer, Elliptic boundary value problems on manifolds with polycylindrical ends, J. Funct. Anal., in press.
[60] V.V. Kravchenko, M.V. Shapiro, Integral Representations for Spatial Models of Mathematical Physics, Pitman Res. Notes Math. Ser., vol. 351, Longman, Harlow, 1996.
[61] L. Lanzani, Szegő projection versus potential theory for non-smooth planar domains, Indiana Univ. Math. J. 48 (2) (1999) 537-555.
[62] L. Lanzani, Cauchy transform and Hardy spaces for rough planar domains, in: Analysis, Geometry, Number Theory: The Mathematics of Leon Ehrenpreis, Philadelphia, PA, 1998, in: Contemp. Math., vol. 251, Amer. Math. Soc., Providence, RI, 2000, pp. 409-428.
[63] L. Lanzani, E.M. Stein, Szegö and Bergman projections on non-smooth planar domains, J. Geom. Anal. 14 (1) (2004) 63-86.
[64] C. Li, A. McIntosh, T. Qian, Clifford algebras, Fourier transforms and singular convolution operators on Lipschitz surfaces, Rev. Mat. Iberoamericana 10 (3) (1994) 665-721.
[65] C. Li, A. McIntosh, S. Semmes, Convolution singular integrals on Lipschitz surfaces, J. Amer. Math. Soc. 5 (3) (1992) 455-481.
[66] P. Loya, Residue traces and kernel expansions of pseudodifferential operators, in: Modern Trends in Geometry and Topology, Cluj Univ. Press, Cluj-Napoca, 2006, pp. 251-264.
[67] P. Loya, The structure of the resolvent of elliptic pseudodifferential operators, J. Funct. Anal. 184 (1) (2001) 77-135.
[68] P. Loya, J. Park, Boundary problems for Dirac type operators on manifolds with multi-cylindrical end boundaries, Ann. Global Anal. Geom. 3 (3) (2006) 337-383.
[69] E. Marmolejo-Olea, M. Mitrea, Harmonic analysis for general first order differential operators in Lipschitz domains, in: Clifford Algebras, Cookeville, TN, 2002, in: Prog. Math. Phys., vol. 34, Birkhäuser Boston, Boston, MA, 2004, pp. 91-114.
[70] V.G. Maz'ja, B.A. Plamenevskiŭ, The coefficients in the asymptotic expansion of the solutions of elliptic boundary value problems near an edge, Dokl. Akad. Nauk SSSR 229 (1) (1976) 33-36.
[71] R.R. Mazzeo, R.B. Melrose, Analytic surgery and the eta invariant, Geom. Funct. Anal. 5 (1) (1995) 14-75.
[72] R.R. Mazzeo, Elliptic theory of differential edge operators. I, Comm. Partial Differential Equations 16 (10) (1991) 1615-1664.
[73] R.R. Mazzeo, Edge operators in geometry, in: Symposium "Analysis on Manifolds with Singularities", Breitenbrunn, 1990, in: Teubner-Texte Math., vol. 131, Teubner, Stuttgart, 1992, pp. 127-137.
[74] A. McIntosh, Clifford algebras and the higher-dimensional Cauchy integral, in: Approximation and Function Spaces, Warsaw, 1986, in: Banach Center Publ., vol. 22, PWN, Warsaw, 1989, pp. 253-267.
[75] A. McIntosh, Clifford algebras, Fourier theory, singular integrals, and harmonic functions on Lipschitz domains, in: Clifford Algebras in Analysis and Related Topics, Fayetteville, AR, 1993, in: Stud. Adv. Math., CRC, Boca Raton, FL, 1996, pp. 33-87.
[76] R.B. Melrose, Differential Analysis on Manifolds with Corners, in preparation.
[77] R.B. Melrose, Calculus of conormal distributions on manifolds with corners, Int. Math. Res. Not. 3 (1992) 51-61.
[78] R.B. Melrose, The Atiyah-Patodi-Singer Index Theorem, A.K. Peters, Wellesley, 1993.
[79] R.B. Melrose, Transformation of boundary problems, Acta Math. 147 (3-4) (1981) 149-236.
[80] R.B. Melrose, G.A. Mendoza, Elliptic boundary problems on spaces with conic points, Journées "Équations aux Dérivées Partielles", École Polytech., Saint-Jean-de-Monts, 1981, Exp. No. 4, 21 pp.
[81] D. Mitrea, M. Mitrea, M. Taylor, Layer potentials, the Hodge Laplacian, and global boundary problems in nonsmooth Riemannian manifolds, Mem. Amer. Math. Soc. 150 (713) (2001), x+120.
[82] M. Mitrea, Clifford Wavelets, Singular Integrals, and Hardy Spaces, Lecture Notes in Math., vol. 1575, SpringerVerlag, Berlin, 1994.
[83] M. Mitrea, On Bojarski's index formula for nonsmooth interfaces, Electron. Res. Announc. Amer. Math. Soc. 5 (1999) 40-46 (electronic).
[84] M. Mitrea, Generalized Dirac operators on nonsmooth manifolds and Maxwell's equations, J. Fourier Anal. Appl. 7 (3) (2001) 207-256.
[85] M. Mitrea, F. Şabac, Pompeiu's integral representation formula. History and mathematics, in: Collection of Papers in Memory of Martin Jurchescu, Rev. Roumaine Math. Pures Appl. 43 (1-2) (1998) 211-226.
[86] Gr. Moisil, N. Théodoresco, Functions holomorphes dans l'espace, Mathematica 5 (1931) 142-159.
[87] M.A.M. Murray, The Cauchy integral, Calderón commutators, and conjugations of singular integrals in $\mathbf{R}^{n}$, Trans. Amer. Math. Soc. 289 (2) (1985) 497-518.
[88] M. Nagase, On the asymptotic behavior of resolvent kernels for elliptic operators, J. Math. Soc. Japan 25 (1973) 464-475.
[89] V.E. Nazaǐkinskiĭ, A.Yu. Savin, B.Yu. Sternin, B.-V. Shul’tse, On pseudodifferential operators on manifolds with edges, Dokl. Akad. Nauk 398 (4) (2004) 453-457.
[90] E. Obolashvili, Partial Differential Equations in Clifford Analysis, Pitman Monogr. Surveys Pure Appl. Math., vol. 96, Longman, Harlow, 1998.
[91] S. Okubo, Introduction to Octonion and Other Non-Associative Algebras in Physics, Montroll Memorial Lecture Series in Mathematical Physics, vol. 2, Cambridge Univ. Press, Cambridge, 1995.
[92] S. Rempel, B.-W. Schulze, Complete Mellin and Green symbolic calculus in spaces with conormal asymptotics, Ann. Global Anal. Geom. 4 (1986) 137-224.
[93] J. Ryan (Ed.), Clifford Algebras in Analysis and Related Topics, Stud. Adv. Math., CRC Press, Boca Raton, FL, 1996.
[94] J. Ryan, Intrinsic Dirac operators in $\mathbf{C}^{n}$, Adv. Math. 118 (1) (1996) 99-133.
[95] J. Ryan, Clifford analysis, in: Lectures on Clifford (Geometric) Algebras and Applications, Birkhäuser Boston, Boston, MA, 2004, pp. 53-89.
[96] M. Sanmartino, The Calderón projector for an elliptic operator in divergence form, J. Fourier Anal. Appl. 7 (6) (2001) 615-631.
[97] E. Schrohe, B.-W. Schulze, A symbol algebra for pseudodifferential boundary value problems on manifolds with edges, in: M. Demuth, B.-W. Schulze (Eds.), Differential Equations, Asymptotic Analysis and Mathematical Physics, in: Math. Res., vol. 100, Akademie Verlag, Berlin, 1997.
[98] E. Schrohe, A short introduction to Boutet de Monvel's calculus, in: Approaches to Singular Analysis, Berlin, 1999, in: Oper. Theory Adv. Appl., vol. 125, Birkhäuser, Basel, 2001, pp. 85-116.
[99] B.-W. Schulze, Pseudo-differential operators on manifolds with edges, in: Symposium "Partial Differential Equations", Holzhau, 1988, Teubner, Leipzig, 1989, pp. 259-288.
[100] B.-W. Schulze, Pseudodifferential Operators on Manifolds with Singularities, North-Holland, Amsterdam, 1991.
[101] B.-W. Schulze, Pseudodifferential Boundary Value Problems, Conical Singularities, and Asymptotics, Akademie Verlag, Berlin, 1994.
[102] B.-W. Schulze, Boundary Value Problems and Singular Pseudodifferential Operators, J. Wiley, Chichester, 1998.
[103] B.-W. Schulze, An algebra of boundary value problems not requiring Shapiro-Lopatinskij conditions, J. Funct. Anal. 179 (2) (2001) 374-408.
[104] B.-W. Schulze, Toeplitz operators, and ellipticity of boundary value problems with global projection conditions, in: Aspects of Boundary Problems in Analysis and Geometry, in: Oper. Theory Adv. Appl., vol. 151, Birkhäuser, Basel, 2004, pp. 342-429.
[105] B.-W. Schulze, J. Seiler, Boundary value problems with global projection conditions, J. Funct. Anal. 206 (2) (2004) 449-498.
[106] B.-W. Schulze, J. Seiler, Edge operators with conditions of Toeplitz type, J. Inst. Math. Jussieu 5 (1) (2006) 101123.
[107] R.T. Seeley, Singular integrals and boundary value problems, Amer. J. Math. 88 (1966) 781-809.
[108] R.T. Seeley, Complex powers of an elliptic operator, Amer. Math. Soc. Symp. Pure Math. 10 (1967) 288-307.
[109] M.A. Shubin, Pseudodifferential Operators and Spectral Theory, Springer-Verlag, Berlin, 1987, translated from the Russian by Stig I. Andersson.
[110] F. Smithies, Cauchy and the Creation of Complex Function Theory, Cambridge Univ. Press, Cambridge, 1997.
[111] E.M. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton Math. Ser., vol. 30, Princeton Univ. Press, Princeton, NJ, 1970.
[112] T.C. Tao, Convolution operators on Lipschitz graphs with harmonic kernels, Adv. Appl. Clifford Algebras 6 (2) (1996) 207-218.
[113] G. Verchota, Layer potentials and regularity for the Dirichlet problem for Laplace's equation in Lipschitz domains, J. Funct. Anal. 59 (3) (1984) 572-611.
[114] K.P. Wojciechowski, Elliptic operators and relative $K$-homology groups on manifolds with boundary, C. R. Math. Rep. Acad. Sci. Canada 7 (2) (1985) 149-154.
[115] S. Wu, Well-posedness in Sobolev spaces of the full water wave problem in 3-D, J. Amer. Math. Soc. 12 (2) (1999) 445-495.


[^0]:    E-mail address: paul@math.binghamton.edu.
    0022-0396/\$ - see front matter © 2007 Elsevier Inc. All rights reserved.
    doi:10.1016/j.jde.2007.04.003

