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1 Some Preliminaries

1.1 About This Document

These lecture notes are supporting material to the required text of this Math 447 course on proba-
bility theory. This text is [13] Wackerly, D. and Mendenhall, W. and Scheaffer, R.L.: Mathematical
Statistics with Applications, 7th edition.

At this point in time (July, 2023) it focuses quite a bit on some of the foundations of probability
theory which cannot be found at a sufficient level of generality in that text. Examples are preimages
and o—-algebras. It has not been determined at this point in time what further topics will be included
at some future time.

Note the uses of the symbol for material that will not appear on exams, quizzes and other
graded assignments. Unless you see this symbol in a footnote, please note that I will utilize such
material and build on it in my lectures. Thus, you should understand this material well enough to
follow my lectures, even though you will not be directly tested on it.

Also we use colored boxes according to the following. Generally speaking,

These boxes contain important definitions or parts thereof.

These boxes contain important theorems and propositions or parts thereof.

These boxes contain other kinds of important items that are worth while to know.

There are definitions and theorems that contain two or even three small boxes rather than a big one.
There is a technical reason: such boxes do not span pages and will needlessly inflate the page count
of the document.
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1.2 A First Look at Probability

“All models are wrong, but
some are useful”.

Attributed to the statistician George E. P. Box
(1919-2013)

This quote certainly applies to the probabilistic models and the role they play in answering statisti-
cal questions such as

e How do I collect data to predict next month’s average unemployment rate?
e What is the risk that this prediction will be off by more than 0.5 percent?

You probably agree that we also could have formulated the second question as follows.
e What is the probability that this prediction will be off by more than 0.5 percent?

It is not easy to find a satisfactory answer to that question and it will depend on the assumptions
that go into your model. We will consider probability in much simpler settings.

Example 1.1 (Empirical probability). The concept of probability serves as a model for quantifying
how likely an event will happen that depends on chance. When we say that the probability of
obtaining an even number when rolling a die equals 0.5, then we mean the following.

Assume that
e X denotes the action of rolling that die for the first time.
e X, denotes the action of rolling that die for the second time.
e ... X} denotes the action of rolling that die for the kth time.

Under those assumptions we expect the following:
In the long run (for large k), close to half of X1, X», ..., X}, result in an even outcome.

e Inthelong run (for large k), close to half of X1, X», ..., X} should result in an even outcome.

We formulate this in the language of mathematics as follows:

6 Math 447 - Version 2025-04-16
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We write P for probability.

We write {2, 4,6} for the event that rolling the die resultsina 2 or a4 or a 6, i.e., in an even

outcome. So we write this event as a set that contains the outcomes 2, 4,and 6 as its elements.
o  We write ny, for the number of outcomes during those k rolls that resultina 2 ora 4 or a 6.

We define P{2,4,6} = klim % and call this limit the probability of the event {2,4,6}. !
—00
We expect this particular limit to be 0.5.

e  We write ) (the Greek capital letter Omega) 2 for the set of all potential outcomes. It is
customary to drop the word “potential” and refer to the elements of 2 simply as outcomes.

e We call the subsets of  events. Thus, an event A is a set A that satisfies A C €, 3 i.e., each
element of A also belongs to (2, i.e., A is a collection of outcomes.

e [tis expedient to also call the empty set () (the set that contains no elements) an event.

For the roll of a die the list of all outcomesis 1,2,...,6. Thus, Q@ = {1,2,3,4,5,6}. An eventis any
set that consists of zero or more integers between 1 and 6.

We can apply the steps we used to determine P{2,4,6} to ANY event A C Q. Now, nj, denotes the
number of outcomes during the first k rolls that result in a number that is listed in A. We define

(1.1) P(A) = lim %

To be precise, this formula denotes the empirical probability of the event A.

Observe that the assignment A — P(A) of (1.1) satisfies the following for all subsets A of €2
0<PA) <L

P(0) =0, since nj, = 0 for all k. (Recall that () is empty set which cont ains no elements.)
P(2) =1, since n = k for all k.

the union P(A U B) satisfies

(1.2) P(AUB) = P(A) + P(B).

To see the validity of (1.2), let ny(A) be the number of times an outcome in A is observed during k
trials, and let and ny(B) be defined likewise for B. Since an outcome w is in A U B if and only if w
either belongs to A or to B, we have ni(A U B) = ng(A) + ni(B), hence,

lim i (4) lim nk(B)

(AUB) = lim —— Jim ==+ i

— P(A) + P(B).

Note the following about the nature of the formula P(A) = lim % for subsets A of Q.

k—o0

'In general we write P(A) or P[A] for the probability of an event A. Accordingly, we could also have written
P({2,4,6}). However, if the event is of the form {. ..}, we are permitted to omit the parenteses/square brackets, since
they obscure readability.

“For a list of all Greek letters see Section 15.1 (Greek Letters) on page 350.

*See Definition 2.3 (Subsets and supersets) on p.19 on page 350.

7 Math 447 - Version 2025-04-16
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0 Itisafunction A— P(A) = klim % the same way x — f(z) = 22 + 4 is a function.
—00

[ We are familiar with the latter: It assigns to each argument x (which happens to be a real number)
the function value f(x), also a real number. For example, f(3) = 32 + 4 = 13.

0 The function A — P(A) is harder to deal with only because its arguments A are not numbers or
vectors of such numbers. Rather, those arguments are events, i.e., sets. [

You are strongly encouraged to take a first look at Section 2.4 (Functions and Sequences). It is very important
that you understand the following:
e The assignment A — P(A) discussed at the end of Example 1.1 constitutes a function

P : {all subsetsof 2} — [0,1] ([0,1] = {numbersz: 0<z<1})

in the sense of Definition 2.17 on p.33, with domain = { all subsets of Q2 } and codomain = [0, 1].

Remark 1.1. There are some issues with (1.1) as a definition of P(A).

What if the limit klirgo ni/k does not exist? For example, the following is very unlikely but not

impossible.

Let wy, denote the outcome of the kth roll of the die. Assume that we obtain the following sequence

of outcomes (draw a picture!):

wy = 1.

From now on, only the number 6 appears until ny/k > 5. We write K (1

From now on, only the number 1 appears until n;,/k < 2. We write K (2

From now on, only the number 6 appears until ny/k > 5. We write K (3
(

From now on, only the number 1 appears until n/k < 2. We write K (4
o ... andsoon.....

for that index k.
for that index k.
for that index k.
for that index k.

— — — ~—

The resulting sequence K (1) < K(2) < K(3) < -- - satisfies the following: *

e There are infinitely many indices k = K (1), K(3), K(5), ... such that %
e There are infinitely many indices k = K(2), K(4), K(6), ... such that % < 2.

> 5.

n . .
Accordingly, klim ?k does not exist, and we are not able to determine P(A).
—00

But there are issues even if that limit exists. Consider again the event A = {2,4,6}. Let us assume
that, by some freak of nature, all outcomes wy, are 4. °> Accordingly, we declare that P{2,4,6} = 1.
The teamleader has doubts about this result and asks for a repetition of the experiment. This time
all outcomes wj, are either 3 or 5.

What to do? Should we decide that P{2,4,6} = 0? Should the experiment repeated once more?
How about settling on the average, P{2,4,6} = (1+0)/2 =1/2?

You may decide that this is a completely ficticious example without any bearing on reality, and this
author agrees. That being said, consider the following;:

*A strict proof can be obtained by using the fact that the limit of a sequence does not depend its first k members, no
matter how big k may be chosen.

>You will learn the following: If each ji,j2,... is a given potential outcome (an integer between 1 and 6), then
P{wi} = ji, P{ws} = jo,..., P{wr) = jx} = (1/6)*. That number becomes very small for large k, since the se-
quence (1/6)" converges to zero. Nevertheless, (1/6)* > 0 for each fixed , so it is not impossible to obtain wy = 4 for all
k. (This is the case where j; = ja = --- = jix = 4 for all k).

8 Math 447 - Version 2025-04-16
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The infinite repetition of an action such as rolling a die is in itself an abstraction that serves to
model reality, and so is the limit of a (infinite) sequence.

In the real world the determination of probabilities P(A) often is based on (1.1) as follows: It
is decided to conduct an experiment of k trials. The larger this number k is chosen, the more
confidence we will have that P(A) is a good enough APPROXIMATION of the likelihood that the
event A happens.

Unfortunately there are factors to consider that will limit the size of k.

The more repetitions, the longer it will take to obtain the result. If A is the event that the Old Faith-
ful geyser in Yellowstone National Park erupts to a height of at least 150 feet and it is not possible
for some reason to use the previously obtained records, then we must base the determination of
P(A) on a very small number of observations.

Money is another limiting factor. The more repetitions, the more it will cost to obtain the result.
O

Example 1.2 (Single roll of a die). To avoid the issues concerning the use of formula (1.1) (empirical
probability) on p.7, we also could have employed a model from physics or geometry, that of a fair
die. A fair die is a model of reality obtained from geometry or physics. Such a die is assumed to be
perfectly symmetrical and this symmetry implies that each of the outcomes 1,2,...,6 is equally
likely. Consequently, each outcome must have the same likelihood (probability) of 1/6.

We consider again the probability of rolling an even number The even outcomes are 2, 4, 6. Thus,
1

(1.3) P{even outcome } = P{2,4,6} = G

= 0.5.

=

+ -+

=

Note that fair dice do not exist in the real world. Matter of fact, if we had a sample of 1,000 dice
and we were able to determine with infinite precision the probability that a throw of die #; comes
up even, chances are that we would obtain several different answers, due to imperfections in the
manufacturing process. However, chances are that we work in an environment where the error we
commit when assuming that the die is fair does not matter, so let us make that assumption.

We model the random action of rolling such a fair die just once as follows.

e As in Example 1.1 (Empirical probability) on p.6, the set Q of all (potential) outcomes is

{1,2,3,4,5,6}.
e We associate with each outcome w € 2 the probability P({w}) = 1/6.

e For each outcome w € ( there is a corresponding event {w} C Q. © It is a common abuse of

language to also refer to such “atomar” events as outcomes.
o We generalize (1.3) and associate with each event A C () the probability

(1.4) P(A) = ) P({w}).
weA

Here, )  P({w}) means that we sum up all those expressions P({w}) that satisfy w € A.
w€eA

e For example, let A = {2,4,6} and B = {w € Q2 : w > 4}. Thus. A is the event of rolling an even

outcome and B is that of rolling a 5 or 6. Then,

®Such sets of size 1 are often called singleton sets or simply singletons.

9 Math 447 - Version 2025-04-16
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P(A) = 3T P(w)) = P(2)) + PN + PUSY) = 5 + 5 + ¢ = 5.
w€eA
P(B) = P({5,6}) = P({5}) + P({6}) = é+é _ é
It is customary to write P{...} for P({...}). Thus, the last equation can also be written as
P(B) =P{5,6) = P(5} + P{6} = ¢ + £ = &

e The assignment A — P(A) satisfies forA C ) the following:

EB0<PA)<1 BP0 =0 @P(Q) =1 @P(AUB) = P(A) + P(B), (A, B disjoint)

Note that A — P(A) of Example 1.1 (Empirical probability) obeys the same rules. [
Example 1.3 (Two rolls of a die). Consider what happens when two fair dice are rolled or, equiva-
lently, when one fair die is rolled twice in a row. The set of outcomes is

Q={1,2,....6)2 = {1,2,...,6} x {1,2,...,6} = {w:w=(i,j)andi,j=1,2,...,6}.

e  We make a willful decision to consider the outcomes (i, j) and (j,¢) different for i # j. For exam-
ple, if die #1 is red and #2 is white, we distinguish between the outcome of a red 2 and a white 5
and that of a red 5 and a white 2. Then € consists of 36 outcomes

(1,1), (1,2),...,(1,6), (2,1), (2,2),...,(2,6),...,(6,1), (6,2),...,(6,6)

and symmetry considerations show that each outcome w € € has probability P{w} = 1/36.

e We are faced with the same situation as in Example 1.2. The probabilities P{w} of the outcomes
determine the probability of any event A € Q2 just as we saw in (1.4):

(1.5) P(A) = ) P{w}).

wEA

e Forexample, if A = { die#1 showsa4} = {(4,j):5=1,2,...,6} then

P(A) =) PHw}) = Y PHGNY

weA (i,j)EA

= P{(4,1)} + P{(4,2)} + - + P{(4,6)} = 6(316> - L

e Asinexamples 1.1 (Empirical probability) and 1.2 (Single roll of a die), there is again a assignment
A — P(A) of probabilities that satisfies the familiar rules

BO<PA)<1 @PO) =0 @P(Q)=1 @ P(AUB) = P(A) + P(B), (A, B disjoint) O

10 Math 447 - Version 2025-04-16
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Example 1.4 (Sum of two die rolls). Consider what happens if two fair dice are rolled and we are
interested in the sum of points obtained that way. For example,

e the outcome 8 is obtained when either of the following are rolled:
Ha2anda6 Ha3andab Had4andad4d ©Cabanda3 Ha6anda?.

e the outcome 5 is obtained when either of the following are rolled:
Halanda4 Ha2anda3 Ha3anda2 ©a4andal.

o The set of outcomes is

Q= {2,3,...,11,12}.

Since a roll of two dice has 36 outcomes (1,1),...,(6,6) and each of those has probability 1/36 (see
Example 1.3), it follows for the outcomes 8 and 5 that

. PUSN = o5 PUBY = o

Here is the complete list of outcome probabilities P({w}):

P(2)) =P({12)) = o5 PU3) = P11} = = P({4}) = P({10}) = o

(1.6) ; : .
P({5}) =P({9}) = 555 PUSH = P(sH) = 525 PUTY = 5.

e In the previous two examples there was equiprobability: Each outcome had the same probability.
Clearly, there is no equiprobability for the sum of points obtained when rolling two dice.
e Nevertheless, the probability of any event A € (2 is obtained again by the formula

(1.7) PA) = ) P{w}).

weA
e For example, if A = { the sum is between 8 and 11}, then

11
P(4) = Y P{w}) = > P({w})
w=8

w€eA

— P{8} + P{9} + P{10} + P{11} = (5+4+3+2) <3l6> _ 118

e Asinexamples 1.1 (Empirical probability) and 1.2 (Single roll of a die), there is again a assignment
A — P(A) of probabilities that satisfies the familiar rules

B0<PA) <1 BPW)=0 @3P(Q) =1 &8 P(AUB) = P(A)+ P(B), (A, Bdisjoint) O

Let us examine what the examples we have studied so far have in common.

11 Math 447 - Version 2025-04-16
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Remark 1.2. In the examples given so far a probability P(A) was assigned to each event A C (2. In
each case thhis assignment A — P(A) satisfies the following.

(1.8) 0< P(A) < 1.
(1.9) P() = 0. Here () is the empty set which contains no outcomes.
(1.10) P(Q) = 1. Here (2 is the set which contains all potential outcomes.

If the events A, B have no outcomes in common, the union A U B satisfies
(1.11) P(AUB) =P(A) + P(B).

e The probabilist likes to speak of the probability space (2, since it comes with a probability mea-
sure (WMS: probability function), A — P(A), which assigns to the events A of 2, the probability
P(A) that this event might “occur” or “happen”.

e Statisticians tend to call 2 a sample space. An element w of (2 still is referred to as an outcome
but some, like WMS, write S instead of (2 (that’s S as in ample). They also call an element s of
S a sample point of S.

We translate some of the examples already encountered into the language of sample spaces and
sample points.

e In example 1.2 (Single roll of a die) on p.9, S = {1,2,...,6} is the sample space. Its outcomes or
sample points are 1,2, 3,4, 5,6. They can be considered sample of size n = 1. Further, all events
that result from the single roll of a die are formed from those sample points.

e Inexample 1.3 (Two rolls of a die) on p.10, the sample points (1,1), (1,2), ...,(6,5), (6,6) consti-
tute the sample space S = {1,2,...,6}2

e In example 1.4 (Sum of two die rolls) on p.11, S = {2,3,...,12} is the sample space. The sample
points from which all relevant events are formed, are the numbers 2,3,...,12. O

Example 1.5. This example needs more computational skills than the ones we have encountered so
far.

e To understand whether a traffic light works as expected, the following experiment is conducted.
200 cars are observed and a record is made for each one of those cars whether it reached the
intersection on red, green or yellow.

e This “sampling action” of observing those 200 cars results in ONE sample point of size 200. Its
actual outcome depends on chance

e Once the experiment is completed, the result will be a realization of this sampling action (the
SPECIFIC sample point that was obtained). If we write r for red, g for green, y for yellow, this
realization might be, e.g., {r.7,v,9,9,9,7,y,...,7r}.

e Once that realization has been obtained, the sampling action has lost its random character.

e Itis customary among statisticians to use the term sample for both the process of obtaining a sam-
ple (the sampling action) and a realization of this action. We will in general follow this convention.

e The sample space S of all (potential) sample points for this experiment is huge: It contains 32
sample points. This will be discussed in Chapter 7 (Combinatorial Analysis)

e Eachevent A C S comes with a probability P(A) and one can show that the assignment A — P(A)
satisfies the formulas (1.8) — (1.11) of Remark 1.2 on p.12.

12 Math 447 - Version 2025-04-16
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Here is a formal definition of probability. It is based on the formulas (1.8) — (1.11) of Remark 1.2 on
p-12. This definition is PRELIMINARY and will be amended!

This definition uses the concept of an abstract function. Such functions, which assign the arguments
of an arbitrary set X (the domain) to the elements (the function values) of another arbitrary set Y’
(the codomain) are discussed in Section 2.1 (Sets, Numbers, Sequences and Functions) on page 18.
We suggest that you look at it now!

Definition 1.1 (Probability measure - Preliminary Definition, version I).

A probability measure P on a set {2 is a function which assigns to each subset A of {2 a real
number P(A) between 0 and 1 as follows.
(@ P(?)=0 and P(£2) = 1. Here () denotes the empty set which contains no elements.
(b) If the subsets A, B of €2 have no elements in common, then probability is additive:

P(AuUB) = P(A) + P(B).
This last formula makes disjoint unions so important that we have reserved the special

symbol “l4)” as a visual aid. Henceforth, we usually write U & V for U U V' if we know that

unv =0
P(AwB) = P(A) + P(B). O

Remark 1.3. The additivity condition also holds for three disjoint sets A, B, C' € 29 since,
P(AWwBW(C) =P[(AWB)W(C]| = P(AWB)+ P(C) = P(A)+ P(B)+ P(C).

From this equation one obtains additivity for four disjoint A, B, C, D € 2* as follows:

P(ABWCWD) =P[(AwBW(C)W D]
=P(AWBwWC(C)+ P(D) = P[A] + P[B] + P|C] + P[D].

In a similar fashion one obtains additivity for five, then for six, ..., for any finite number of disjoint
subsets A1, ..., A, of Q. However, we want more than

additivity: P(AiWAsw---WA,) = P(A)) + P(Ay) +---+ P(A,
y

for only any finite number n of events, since it has proven extremely fruitful to extend additivity to
infinite sequences of disjoint events and replace it with

a—additivity:7 P (Al WA W A3 -- ) = P(Al) + P(AQ) + P(Ag) +--- 0O

Definition 1.2 (Probability measure - Preliminary Definition, version II).

A probability measure P on a set {2 is a function which assigns to each subset A of {2 a real
number P(A) between 0 and 1 as follows.

(@ P =0 and P(Q) =1.

(b) If the subsets Ay, Az ... of Q are mutually disjoint, then probability is c—additive:

(1.12) P(AjWAsW--) = P(A1) + P(Ay) +--- = Y P(4)).
j=1

77 (“sigma”) is a greek letter. See the appendices for a complete list.
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We include the following informal definition from earlier parts of this section into this definition:

e The combination (£, P) is called a probability space aka sample space.
e Anelementw of (2 is called an outcome aka sample point
e A subset of (2 is called an event. [J

Remark 1.4. Generally speaking, adding requirements to a model restricts the scenarios for which
the model is useful. So what are the disadvantages of replacing additivity for probability measures
with o-additivity? The consensus is that there are none to be concerned about. 8 On the other
hand, o-additivity greatly enriches the tool kit for solving problems in the area of probability and
statistics and their real-world applications. [

Remark 1.5.

e Note that Definition 1.2 makes no mention about how one should interpret the num-

ber P(A). It may or may not reflect what happens in the real world!

For example, one could take a fair coin and define P{H} := 0.1. Here, H = Heads and 7' = Tails.
This uniquely defines a probability measure A — P(A) on the sample space S := {H,T'}, since the
missing probabilities for the events (), { H}, S can be determined as follows:

P®)=0 and P(S)=1, by Definition 1.1(a) .
P{T}+ P{H} =P{T}wW{H})=P(S) = P{T}=1-01=0.9,
by Definition 1.1(b), since S is the disjoint union of {H} and {7'}. O

Remark 1.6. If the last example strikes you as nonsensical, here is a model used by Wall Street that
uses a probability measure in which the probability of an event is different from the chance that this
event will happen.

The so called binomial asset model is a probabilistic model to determine today’s price of a stock
option which will be exercised at some future point in time. ? In this model, trading of a specific
stock (e.g., IBM or Amazon), happens at times 0,1,2,.... There are only two possible ways that
stock price can change and there are two “real world” probabilities, one for each possibility:

e p, := P{ the price of a share of stock changes by the factor .

e pg := P{ the price of a share of stock changes by the factord < u = 1 — p,.
These two numbers p, and p, are sufficient to determine a probability space {2 and probability
measure P for trading in that stock.

8Tt would be more accurate to say that there are no issues as far as building models of reality is concerned. We will
discuss at length in Chapter 5 (The Probability Model) that there is a cost: One may not be able to assign a probability
P(A) to all subsets A of 2. Rather, one must require A € §, where

§ C {allsubsetsof 2 }.

So § is a set which contains sets as its elements(!) However, § can be chosen so big that it includes all sets that matter for
the applications of probability and statistics.

°Since this is not a course on probabilistic finance, we must refer you to the literature for details. Some references are
[10] Shreve, Steve: Stochastic Calculus for Finance I: The Binomial Asset Pricing Model, [2] Bjork, Thomas: Arbitrage
Theory in Continuous Time and this author’s Math 454 lecture notes (Spring 2023).
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Strangely enough, p,, and p, are replaced by the so-called risk-neutral probabilities p,, and p4, which
are sufficient to determine an altgernate probability measure P on that same probability space §2.
Even stranger, the real world probability measure P has no bearing on the determination of P, i.e.,
of p, and pg. 1 And yet, even though p, and p,y do not reflect the actual probabilities that govern
the stock price, they are used to set today’s price of an option on that stock that can be redeemed
only, say, 90 days from today. [

Next, we combine Example 1.3 and Example 1.4.

Example 1.6. When computing the outcome probabilities of the sum of points obtained by rolling
two dice, we argued with a result obtained in Example 1.3. There, the probability of an outcome
(1,j7)was 1/36 forall i, j = 1,2,...,6. It should not be surprising that there is a connection between
the probability models of those examples. Both had a set of outcomes which we denoted 2 and
a function P : A — P(A) which associated a probability P(A) with each event A C (). Since
this example deals with both outcome sets and both probability measures, we must change our
notation. We proceed as follows.

e We keep the notation (€2, P) for the probability space of Example 1.3 and define
Q:={1,2,...,6} x{1,2,...,6} = {w:w=(i,j)andi,j=1,2,...,6},
1
P{(i,5)} == 5,7 = 1,2,...,6.
{(27.])} 36 for 7’7.7 1= 76

e For the outcome set and probability measure of Example 1.4, we write

Q =1{2,3,...,11,12},

(1.13) 1

P2} = P12} = — P'{3} == P'{11} == =, ...  See(l.6)onp.ll.

36 36
Note that P'{k} equals the probability that the sum of the two die rolls equals k, since the first
probability is given by (1.13), the second by (1.6) on p.11, !! and both formulas match.

Let (i,7) € €, i.e., i is the outcome of rolling die #1 and j is that of rolling die #2. The assignment
(i,5) = Y(i,7) =i+

associates with this outcome an integer between 2 and 12, i.e., an outcome in €Y. Think of Y as a
function which assigns to each argument (i, j) € (2 the function value Y (i,j) = i + j € . 12

We assign to each B C ) the probability

(1.14) Py(B) := P{(i,j)€Q:i+j € B}.

e Observe that Py (B) has been defined by means of the probability measure P (not P’), defined on
Q (not on ')

Since i + j = Y (4, j), (1.14) can also be written the following two ways:

(1.15) Py(B) = P{(i,j) € Q:Y(i,j) € B} = PlweQ:Y(w) € B}.

!0Rather, the interest earned by depositing money in a bank plays a major role.
" After all, P{k} of (1.6) was determined by computing the likelyhood that the sum of two rolls equals k.
2Looking ahead, Definition 2.17 on p.33 will refer to Y as a function Y : Q — Q.
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We spend most of the remainder of this example to prove that
(1.16) Py(B) = P'(B), forall BC.

Step 1: We show (1.16) for singletons B of (2': We assume B = {k} for some k € '. Let

(1.17) A = {(,)eQ:Y(,j)=k} = {(i,j) €Q: Y(i,j) € {k} }.
Then,
(1.18) P " Pl e Y@ j) ek} "L Pk}

If we can show that P'{k} = P(Ay), then (1.18) yields (1.16) for B = {k}. We see this as follows.
P'{k} = probability that sum of points of both rolls equals

— <1> x (the number of elements in Ay)

36
1 .
=Y 5= X Plad)} = P4y,
weAg (i,4) €A

To summarize, we have shown that
(1.19) Py{k} = P'{k}, forall ke .

Step 2: We extend (1.16) to arbitrary events of ('

We start with the observation that any set B is the disjoint union ¢ {b} of the singletons {b} such
beB
that b € B. For example, the set {2,4,6,8,10,12} of the even members of ' can be written as

{2,4,6,8,10,12} = {2} w {4} w {6} w {8} w {10} w {12}.
Let B C Q0. For brevity, we write {Y € B} for the set of allw € Q such that Y (w) € B:
(1.20) (YeB} = {weQ:YWw)eB} = {(i,j)€Q:i+je B}
Even simpler, for singleton sets B = {k} where k € ', we write {Y = k} for { Y € {k}:
(1.21) Y=k} ={Ye{k}} ={weQ:Y(w) =k} = {(i,j)€eQ:i+j=k}.

We suggest that you examine (1.17) and verify that Ay = {Y € {k}} = {Y = k}.
Since ' ={2,3,...,12} only contains 11 numbers and B C (¥, there is n < 11 such that

(1.22) B = {kﬁl,k‘g,...kn} and thus, B = {k‘l}ﬂﬂ{kg}ﬂﬂﬂﬂ{k‘n}

You will learn in section 2.5 (Preimages) that {Y € B} is called the preimage of the set B under the
function Y : (i, j) — i+ j (Definition 2.27 on p.42), and that the preimage of a union (disjoint union)
is the union (disjoint union) of the preimages. In particular,

(1.20) (1.21)

(123) {Y € B} Ve (kiywikwwik)) 20 Y =b} w{V =by)} w0 {Y = b}
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We apply the probability measure P to both sides of (1.23) '*> and apply (0-)additivity of the proba-
bility measure P.

(1.14)

(124) Py (B) PiyeB} " p{y e (i} wik}w - w{k,}}) = znjp{y e {b;j}}
j=1

In likewise manner, we apply (c—)additivity of the probability measure P'.
P'(B) "2 P({ln}w kb o {ka}) = > P'({b;})
j=1

Since Py{k} = P'{k} by (1.19), (1.24) and (1.24) have matching right-hand sides. This shows that
(1.16) is valid for general subsets B C €’ and concludes Step 2. [

Remark 1.7. Example 1.6 is important because is illustrates a very general way of constructing
probability measures from existing ones.
(1) Let (2, P) be any kind of probability space rather than Q = {1,...,6}? with
equiprobability P{(4,j)} = 1/36.
(2) Let Y be any kind of nonempty set, not necessarily Q' = {2,...,12}.
(3) LetY be any function w — Y (w), which assigns arguments w € 2 to function values
Y (w) € &, not necessarily Y (i,j) =i + j.
Then the formula which corresponds to (1.14) of Example 1.6:

(1.25) Py(B) = P{Y € B}, ie, Py(B) = PlweQ : Y(w) € B}, for BC,

“transports” the probability measure P on 2 to a probability measure Py on €. Later we will call
such a function Y that assigns elements of (€2, P) to elements of )/, a random element. Moreover,
we will refer to the probability measure Py on €, given by (1.25) as the distribution of Y. O

BThat’'s P and NOT P’ or Py: All sets of (1.23) are subsets of Q NOT of Q!

17 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

2 Sets, Numbers, Sequences and Functions

Introduction 2.1. O

The student should read this chapter carefully, with the expectation that it contains material
that they are not familiar with, as much of it will be used in lecture without comment. Very

likely candidates are power sets, a function f : X — Y where domain X and codomain Y
are part of the definition.

2.1 Sets — The Basics

An entire book can be filled with a mathematically precise theory of sets. For our purposes the
following “naive” definition suffices:

Definition 2.1 (Sets).

e Asetisa collection of stuff called members or elements which satisfies the following
rules: The order in which you write the elements does not matter and if you list an
element two or more times then it only counts once.

e We write z; € X to denote that an item z; is an element of the set X and x5 ¢ X to
denote that an item x5 is not an element of the set X.

e Occasionally we are less formal and write z; in X for ; € X and x2 not in X for
xIo ¢ X.

We write a set by enclosing within curly braces the elements of the set. This can be done by listing
all those elements or giving instructions that describe those elements. For example, to denote by X
the set of all integer numbers between 18 and 24 we can write either of the following:

X = {18,19,20,21,22,23,24} or X := {n:nisanintegerand 18 <n < 24}

Both formulas clearly define the same collection of all integers between 18 and 24. On the left the
elements of X are given by a complete list, on the right setbuilder notation, i.e., instructions that
specify what belongs to the set, is used instead.

For the above example we have 20 € X, 27— 6 € X, 38 ¢ X, 'Jimmy’ ¢ X.

It is customary to denote sets by capital letters and their elements by small letters We try to adhere
to this convention as much as possible. [

Example 2.1. We looked in the introduction at the set @ = {1,2, 3,4, 5,6} of potential outcomes for
theroll ofadie. Then3 € Q,5€Q, —2¢ Q,234 ¢ Q. O
Example 2.2 (No duplicates in sets). The following collection of alphabetic letters is a set:

S1 ={a,e,i,0,u}

and so is this one:
So ={a,e,e,i,i,i,0,0,0,0,u,u,u,u,u}

Did you notice that those two sets are equal? [
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Remark 2.1. The symbol n in the definition of X = {n : nisanintegerand 18 < n < 24} isa
dummy variable in the sense that it does not matter what symbol you use. The following sets all
are equal to X:

{z : zis an integer and 18 < x < 24},
{a: aisaninteger and 18 < a < 24},
{3 :3isaninteger and 18 < 3 <24} O

Definition 2.2 (empty set).

() denotes the empty set. It is the set that does not contain any elements. [J

Definition 2.3 (subsets and supersets).

o We say that a set A is a subset of the set B and we write A C B if any element of A
also belongs to B. Equivalently we say that B is a superset of the set A and we write
B O A . We also say that B includes A or A is included by B. Note that A C A and
() C Ais true for any set A.

e If AC BbutA # B,i.e, thereis at least one x € B such that z ¢ A, then we say that
A is a strict subset or a proper subset of B. We write “A C B” Alternatively we say
that B is a strict superset or a proper superset of A and we write “B 2> A”)

B

()

Figure 2.1: Set inclusion: AC B, BD> A O

Remark 2.2. (a) We STRONGLY discourage the use of “A C B” in place of “A C B” and of “B D A”
in place of “A O B”. These are outdated symbols for A C Band A O B

(b) Two sets A and B are equal means that they both contain the same elements. In other words,
since U C V means that the set V' contains all elements of the set U,

(2.1) A=B & [ACBand BC A].

In the above, “<* denotes the phrase “if and only if”: The expression to the left (“A = B”)
means the same as the expression to the right (“A C B and B C A”). The square brackets
only serve to clarify that everything inbetween belongs to the scope of the right-hand side
of “&“. [
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Definition 2.4 (unions, intersections and disjoint unions of two sets). Given are two sets A and B.
No assumption is made that either one is contained in the other or that either one is not empty!

e Theunion AUB (pronounced "A union B") is defined as the set of all elements which
belong to at least one of A, B.

e The intersection A N B (pronounced "A intersection B") is defined as the set of all
elements which belong to both A4 and B.

e Wecall Aand B disjoint, also mutually disjoint, if AN B = (). We then often write
AW B (pronounced “A disjoint union B”) rather than AU B.

AU B: AUBUC: AN B: ANnBNC:

» @ vV &

Figure 2.2: Union and intersection of sets [J

A moment’s reflection shows that we can characterize unions, intersections and disjoint unions to
collections of more than two sets: 3 sets, 4 sets, 40 sets, 40 - 1040 sets, even infinitely many sets. We
do this in the next definition.

Definition 2.5 (Arbitrary unions, intersections and disjoint unions of sets). Let J be an arbitrary,
nonempty set. J may be finite or infinite. J may or may not be a set of numbers.

Assume that each j € J is associated with a set A;. 14 For J = {0,3, X}, the sets are A,, A3, Ay; and
J ={1,2,...}, yields the infinite sequence (of sets!) A;, As,....

e Theunion J A;is defined as the set of all elements which belong to at least one A4,

jE€J
where j € J.
e The intersection (1) A; is defined as the set of all elements which belong to each A4,
jE€J
where j € J.

e We call this collection of sets disjoint , also mutually disjoint, if A; N A; = () when-

ever i,j € J and i # j. We then often write [t} A; rather than (J A;. O
j€J JjeJ

"You might call this a collection of sets A; which is indexed by the elements j of J and write (A i) ;e , for this indexed
collection. Later on, in Definition 2.25 on p.38, (Aj)j ey will be called an indexed family of sets.
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Remark 2.3. If J = {ky, ks + 1,k +2,...,k* — 1,k*}, we also write

k* k* k*
U Aj, ﬂ Aj, L‘H Aj, for UA]', ﬂAjv L-HAJ

J=kx J=kx J=k« Jj€J JjeJ Jje€J

If J ={ku,kx+1,ke+2,...,}in particular if k, = 1 (so J =1,2,...), we also write

U4, N4, 4, for U4, 4, 4,0

j=ks =k j=ky jeJ jeJ jeJ

Example 2.3. Some of the examples given here demonstrate that the index set need not be called J
and its elements (they are dummy variables, just like ¢ in fb f(t)dt and k in % z). The third one
also shows that the left to right order of the elements of thg index set does nlé)?r)have to correspond
to the order in which the unions or intersections are taken.

o IfI={1,2}and A;NAy=0,then |§ A, = é1Aa = A1 ¥ A,

acl a=

2
° If.A:{—l,O,l,Q},then ﬂ A, = ﬂ A, = A_1NAgNAINAs.

€A 1=—1

° IfJ:{<>,9,X,F,2},then ﬂSJ = 3SxNJoNFrNFoNFo.
jeJ

° IfU:{5,6,7,...},then UC: UCj:C5UC6UC7U"'. |
jeu Jj=5

Remark 2.4. Convince yourself that for any sets A, B and C.

(2.2) ANB C A C AUB,
(2.3) ACB = AnB=Aand AUB = B,
(2.4) ACB = ANC C BNCand AUC C BUC.

The symbol = stands for “allows us to conclude that”. So A C B = AN B = A means
“From the truth of A C B we can conclude that A N B = A is true”. Shorter: “From A C B
we can conclude that AN B = A”. Shorter: “If A C B, then it follows that AN B = A”.
Shorter: “If A C B, then AN B = A”. More technical: A C B implies AN B =A. 0O

Definition 2.6 (set differences and symmetric differences). Given are two arbitrary sets A and B.
No assumption is made that either one is contained in the other or contains any elements!
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e The difference set or set difference A \ B (pronounced "A minus B") is defined as
the set of all elements which belong to A but not to B:

(2.5) A\B:={zxe€A:x ¢ B}

e The symmetric difference AAB (pronounced "A delta B") is defined as the set of all
elements which belong to either A or B but not to both A and B:

(2.6) AAB:=(AUB) \ (AnB) O

Definition 2.7 (Universal set).

Usually there always is a big set (2 that contains everything we are interested in and we
then deal with all kinds of subsets A C Q. Such a set is called a “universal” set. [

Example 2.4.

(a) Often the context are the real numbers and their subsets. An appropriate universal
set will then be R. 1°

(b) We will discuss at length why the set {1,2,3,4,5,6} can be considered a universal
set in the context of rolling a die. See Section 1.2 (A First Look at Probability). O

If there is a universal set, it makes perfect sense to talk about the complement of a set:

Definition 2.8 (Complement of a set). Let 2 be a universal set. The complement of a set A C 2
consists of all elements of (2 which do not belong to A. We write AP, In other words:

2.7) AL = 0\A = {weQ:z¢ A} O

A\ B: ANAB: Universal set: AL

: ¢ : @

Figure 2.3: Difference, symmetric difference, universal set, complement

I°R is the set of all real numbers, i.e., the kind of numbers that make up the z-axis and y-axis in a beginner’s calculus
course (see Section 2.3 (Numbers) on p.27).
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Remark 2.5. Note that for any kind of universal set (2 it is true that

(2.8) ot =9, ¢ =q O

Example 2.5 (Complement of a set relative to the unit interval). Assume we are exclusively dealing
with the unit interval, i.e., 2 =[0,1] ={z € R: 0<x < 1}. Leta € [0,1] and 6 > 0 and

(2.9) A={ze0,1]]:a—0<x<a+d}

the “5-neighborhood” 1 of a (with respect to [0, 1] because numbers outside the unit interval are
not considered part of our universe). Then the complement of A is

Al = {rel0,]]:x<a—dorz>a+d}. O

Draw some Venn diagrams to visualize the following formulas. It is very important that you un-
derstand each one of them rather than simply trying to memorize them.

Proposition 2.1. Let A, B, X be subsets of a universal set Q) and assume A C X. Then

(2.10a) AUD = A; AND=10
(2.10b) AUQ =Q; ANQ=A
(2.10¢) Auab=q;, Anal=9
(2.10d) AAB = (A\ B)w (B\ A)
(2.10e) A\VA=10

(2.10f) AND = A;  AAA =0
(2.10g) XAA=X\A

(2.10h) AUB = (AAB)W (AN B)
(2.10i) ANB=(AUB)\ (AAB)
(2.10j) AAB =10 ifandonlyif B= A

PROOF: The proof is left as exercise 2.2. See p.54. W

Next we give a very detailed and rigorous proof of a simple formula for sets. You definitely want
to remember the formulas, but it’s perfectly OK to skip the proof.

Proposition 2.2 (Distributivity of unions and intersections for two sets). Let A, B, C be sets. Then

(2.11) (AuB)NC =(ANnC)uU (BnNnAQO),
(2.12) (AnNB)UC =(AUC)n (BUOQO).

PROOQOF: We only prove (2.11). The proof of (2.12) is left as exercise 2.1.

“Draw a picture: The -neighborhood of a is the set of all points (in the universal set [0, 1]) with distance less than &
from a.
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PROOF of “C”: Letx € (A U B) N C. It follows from (2.2) on p.21 thatz € (A U B),ie., x € Aor
x € B (or both). It also follows from (2.2) that € C. We must show thatz € (A N C) U (B N C)
regardless of whether x € Aorz € B.

Case 1: z € A. Since also z € C, we obtain x € ANC, hence, againby (2.2), 2 € (AN C) U (BN C),
which is what we wanted to prove.

Case 2: x € B. We switch the roles of A and B. This allows us to apply the result of case 1, and we
againobtainz € (A N C) U (B N C).

PROOF of “D”: Letz € (A N C) U (BN C),ie,zr€ AN Corz e B N C (or both). We must
show that z € (A U B) N C regardless of whetherz € A N Corz e B N C.

Casel: z € A N C. It follows from A C A U Band (24)onp.2l thatz € (A U B) N C, and we
are done in this case.

Case 2: x € B N C. This time it follows from A C A U Bthatxz € (A U B) N C. This finishes the
proof of (2.11).

Epilogue: The proofs both of “C” and of “2>” were proofs by cases, i.e., we divided the proof into
several cases (to be exact, two for each of “C” and “2”), and we proved each case separately. For
example we proved that x € (AU B) N C implies x € (AN C) U (B N C) separately for the cases
x € Aand x € B. Since those two cases cover all possibilities for = the assertion “if x € (AUB)NC
thenz € (ANC)U(BNC)”isproven. B

Proposition 2.3 (De Morgan’s Law for two sets). Let A, B C . Then the complement of the union is
the intersection of the complements, and the complement of the intersection is the union of the complements:

(2.13) a. (AUB)t =Abn B b. (AnB) = AbuB®

PROOF:
1) First we prove that (AU B)t c AL n Bt
Assume that 2 € (AU B)t. Then z ¢ AU B, which is the same as saying that 2 does not belong to

at least one of A and B. That in turn means that x belongs to all complements, i.e., to both AL and
B and hence, also to the intersection ACn B,

2) Now we prove that (AU B)t D AL n BE:

Let 2 € A® N BL. Then z belongs to each one of A%, BY, hence to none of A, B, hence = ¢ AU B.
Therefore = belong to the complement of A U B. This completes the proof of formula a.

PROQOF of b: The proof is very similar to that of formula a and left as an exercise. W

Definition 2.9 (Power set).

The power set
o= {A:ACQ)

of a set Q2 is the set of all its subsets. Note that many older texts also use the notation (€2)
for the power set. []

Remark 2.6. Note that ) € 2 for any set 2, even if Q = (: 2? = {}. Tt follows that the power set of
the empty set is not empty. [
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Definition 2.10 (Partition). Let Q be a set and 2 C 29, i.e., the elements of 2 are subsets of €.

We call 2 a partition or a partitioning of (2 if
(@) If A, B € 2Asuch that A # B then AN B = (). In other words, 2 consists of mutually
disjoint subsets of €.
(b) Each z € Q is an element of some A € 2. [

Remark 2.7. Let Q be a set and 21 C 22. Then 2l is a partition of Q2 if and only if

For each x € €, there exists a UNIQUE A € A suchthatz € A. O

Example 2.6.

a. Forn e Zlet A, := {n}. Then A := {A, : n € Z} is a partition of Z. 2 is not a partition
of N because not all its members are subsets of N and it is not a partition of Q or R. The
reason: % € Q and hence % € R, but % ¢ A, for any n € Z, hence condition b of def.2.10 is
not satisfied.

b. ForneNletB, :

=[n%,(n+1)}[= {r €eR:n? <z < (n+1)?}. ThenB := {B, : n € N}
is a partition of [1, col.

O

Definition 2.11 (Size of a set).
a. Let X be a finite set, i.e., a set which only contains finitely many elements. We write {X ‘
for the number of its elements, and we call ‘X ‘ the size of the set X.
b. For infinite, i.e., not finite sets Y, we define |Y| := c0. O

More will be said about sets later.

2.2 The Proper Use of Language in Mathematics: Any vs All, etc

Mathematics must be very precise in its formulations. Such precision is achieved not only by means
of symbols and formulas, but also by its use of the English language. We will list some important
points to consider early on in this document.

2.2.0.1 Allvs. ANY

Assume for the following that X is a set of numbers. Do the following two statements mean the
same?

(1) Itis true for ALL x € X that x is an integer.

(2) TItistrue for ANY z € X that z is an integer.
You will hopefully agree that there is no difference and that one could rewrite them as follows:

(3) ALL z € X are integers.
(4) ANY z € X is an integer.
(5) EVERY z € X is an integer.
(6) EACH z € X is an integer.
(7) IF x € X THEN z is an integer.
Is it then always true that ALL and ANY means the same? Consider
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(8a) Itis NOT true for ALL z € X that z is an integer.

(8b) Itis NOT true for ANY z € X that z is an integer.
Completely different things have been said: Statement (8) asserts that as few as one item and as
many as all items in X are not integers, whereas (9) states that no items, i.e., exactly zero items in
X, are integers.

My suggestion: Express formulations like (8b) differently. You could have written instead

(8c) Thereisno x € X such that x is an integer.

2.2.0.2 AND vs. IF.. THEN

Some people abuse the connective AND to also mean IF ... THEN. However, mathematicians use
the phrase “p AND q” exclusively to mean that something applies to both p and q. Contrast the use
of AND in the following statements:
(9) “Jane is a student AND Joe likes baseball”. This phrase means that both are true: Jane is
indeed a student and Joe indeed likes baseball.
(10) “You hit me again AND you'll be sorry”. Never, ever use the word AND in this con-
text! A mathematician would express the above as “IF you hit me again THEN you'll be
sorry”.

2.2.0.3 ORvs. EITHER... OR
The last topic we address is the proper use of “OR”. In mathematics the phrase

(11) “pistrue OR qis true”
is always to be understood as

(12) “pis true OR qis true OR BOTH are true”, i.e., at least one of p, q is true.
This is in contrast to everyday language where “p is true OR q is true” often means that exactly one
of p and q is true, but not not both.
When referring to a collection of items then the use of “OR” also is inclusive If the items a, b, c, . ..
belong to a collection ¥, e.g., if those items are elements of a set, then

(13) “a OR b OR ¢ OR ...” means that we refer to at least one of a, b, c, . ...

Note that “OR” in mathematics always is an inclusive or, i.e., “A OR B” means “A OR B
OR BOTH”. More generally, “A OR B OR ...” means “at least one of A, B, ...”.

To rule out that more than one of the choices is true you must use a phrase like “EXACTLY
ONEOF A, B, C, ...” or “EITHER A OR B OR C OR ...”. We refer to this as an exclusive or.

2.2.04 Some Convenient Shorthand Notation We have previously encountered the notation
“P = Q" for “if P then Q”, i.e., if P is true, then () is true, and “P < Q" for “P iff Q”,i.e., P is true
exactly when @ is true”. We list them here again wich some additional convenient abbreviations.
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Forall z...
There exists an z such that . ..
There exists a UNIQUE x such that . ..

If P then Q)
Piff Q,ie., Pif and only if @

It is important that you are clear about the difference between 3 and 3!.

Jz:  you can find at least one x but there might be more; potentially infinitely many!
dlz:  you can find one and only one z; not zero, not two, not 200, ... [

2.3 Numbers

We start with an informal classification of numbers.

Definition 2.12 (Types of numbers). Here is a definition of the various kinds of numbers in a nut-
shell.

N :={1,2,3,...} denotes the set of natural numbers.

Z:={0,+1,£2,43, ...} denotes the set of all integers.

Q:={n/d:n € Z,d € N} (fractions of integers) denotes the set of all rational numbers.

R := {all integers or decimal numbers with finitely or infinitely many decimal digits} de-
notes the set of all real numbers.

R\ Q = {all real numbers which cannot be written as fractions of integers} denotes the set
of all irrational numbers. There is no special symbol for irrational numbers. Example: /2
and 7 are irrational. I

Here are some customary abbreviations of some often referenced sets of numbers:

No := Z, =250 :={0,1,2,3,...} denotes the set of nonnegative integers,
Ri := R>p := {z € R:z >0} denotes the set of all nonnegative real numbers,
Rt := Ryo := {z € R:z > 0} denotes the set of all positive real numbers,

Ry = {r€R:z#0}. O

Examples of rational numbers are
3 1 3 7 13 o 2
1, —0.75, —3, .3, 1, 16, 7, =5, 2.999, —37%.
Note that a mathematician does not care whether a rational number is written as a fraction
numerator
denominator

or as a decimal numeral. The following all are representations of one third:
(2.14) 0.3 = .3 = 0.33333333333... = § = =} = 2,
and here are several equivalent ways of expressing the number minus four:

0 12 4 —4 12 400
(2.15) —4 = —4000 = -39 = -2 = 4 = =4 = 12 - 400,
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Definition 2.13 (Intervals of Numbers). For a,b € R we have the following intervals.

with endpoints a and b.

o [a,b]:={x e€R:a<z<b}isthe closed interval with endpoints a and b.
e Ja,b[:={z €R:a <z <b}isthe open interval with endpoints a and b.
o [a,b[:={r€R:a<z<b}and]a,b]:={x € R:a <z < b} are half-open intervals

The symbol “co” stands for an object which itself is not a number but is larger than any (real)
number, and the symbol “—o00” stands for an object which itself is not a number but is smaller than
any number. We thus have —oo < 2 < oo for any number z. This allows us to define the following

intervals of “infinite length”:

(2.16) | —o0,al :={zr €eR:z<a}, | —o0,a]:={x eR:xz <a},
' la,o0[:={x € R: x> a}, [a,00[:={x€R:x>a}, |]—o0,0[:=R
You should always work with a < b. In case you don’t, you get
[a,a] = {a}; [a,a[=]a,a[=]a,a] = 0
e [a,b] = [a,b[=]a,b[=]a,b] = 0 for a>b O
Definition 2.14 (Extended real numbers).
It is sometimes convenient to refer to the set
(2.17) R := [~00,00] := RU {00} U {oo}
as the extended real numbers. and to work with intervals such as
(2.18) [-00,a] = {—o0}U] —00,a], ]b,00] :=]b,00[U{o0}, ... O

Remark 2.8 (Extended real numbers arithmetic). When working with extended real-valued func-
tions we must be clear about the rules of arithmetic where +00 is involved. In the following assume

thatc € Rand 0 < p < oc.

Rules for Addition:
(2.19) c+ oo =00 £ c= o0,
(2.20) ct (—0) = —c0 £t c = —o0,
(2.21) 00 + 00 = 00,
(2.22) —00 — 00 = — 00,
(2.23) (+00) F o0 = UNDEFINED.

Rules for Multiplication:
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(2.24) p- (£oo) = (£oo) -p = Loo,

(2.25) (=p) - (£00) = (£00) - (=p) = Foo,

(2.26) 0- (d00) = (+00)-0 = g — @ el é ~ 0,
(2.27) (£00) - (oo) = oo,

(2.28) (d00) - (F0) = — o0,

Be clear about the ramifications of those rules. Rule (2.23) implies that if we have two extended
real-valued functions f, g defined on a domain A then f + g is only defined on

A\ {z € A: either[f(z) = coand g(z) = —o0] or [f(z) = —ocoand g(x) = oo},
and f — g is only defined on

A\ {x € A: either [f(x) = g(x) = o] or [f(z) = g(z) = —o0]}.

That is easy to understand and remember, but the real danger comes from rule (2.26) which you
might not have expected:

0-+c0 = xc0-0 = 0.

This convention is very convenient for integrals, but it comes at a price:

a = lim a, and b = lim b, no longerimplies lim a,b, = ab.
n—oo n—oo n—oo

A counterexample would be: a,, = n, b, = % O

Notation 2.1 (Notation Alert for intervals of integers or rational numbers).

It is at times convenient to also use the notation [...], |...[, [...[, ]...], for intervals of
integers or rational numbers. We will subscript them with Z or Q. For example,

An interval which is not subscripted always means an interval of real numbers, but we
will occasionally write, e.g., [a,b]r rather than [a, b], if the focus is on integers or rational
numbers and an explicit subscript helps to avoid confusion. [

Definition 2.15 (Absolute value, positive and negative part). For a real number x we define its
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ifr >0
absolute value: |z| = “ 1 r="
—x ifx <O.
x ifx>0
ositive part: z" = max(z,0) = -
. . (,0) {O ifz <O0.
t ; _ ( 0) —x ifx <0,
negative part: 7= = max(—=z,0) =
5 P 0 ifx > 0.

If f is a real-valued function then we define the functions | f|, f, f~ argument by argument:

fl@) = 1f@), fr@) = (f@)", @)= (f@). 0

For completeness we also give the definitions of min and max.

Definition 2.16 (Minimum and maximum). For two real number x, y we define

. r ifx >y,
maximum: 2z Vy = max(z,y) = )

y ifx <uy.

- : y ifz >y,
minimum: 2z Ay = min(z,y) = .

r ifx <y.

If f and g is are real-valued function then we define the functions f V g = max(f, g)

and f A g = min(f, g) argument by argument:

fvg(z) = f(z)vg(z) = max (f(z),9(z)), fAg(x) = f(z)Ag(z) = min (f(z),9(z)). O

Remark 2.9. You are advised to compute |z|,z", 2~ for z = —5,2 = 5,2 = 0 and convince yourself
that the following is true:

z =z — x

lz| =21 + 27,
Thus any real-valued function f satisfies

f=r-=r,

Ifl=f"+f,

Get a feeling for the above by drawing the graphs of |f|, fT, f~ for the functon f(z) = 2z. O

Assumption 2.1 (Square roots are always assumed nonnegative). Remember that for any number

a it is true that
a-a = (—a)(—a) = d?, eg., 2°=(-2?%=4,
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or that, expressed in form of square roots, for any number b > 0

(+VB(+VE) = (~VB)(-VE) =b.

We will always assume that “v/b” is the positive value unless the opposite is explicitly
stated.

Example: V9 =43, not—-3. O

Remark 2.10. For any real number = we have

(2.29) Va2 = |z. O

Proposition 2.4 (The Triangle Inequality for real numbers). The following inequality is used all
the time in mathematical analysis to show that the size of a certain expression is limited from above:

(2.30) Triangle Inequality : lar + a2 + -+ an| < |ai| + |az| + -+ |an]
This inequality is true for any list of real numbers a1, az, . .., ay.
PROOF:

It is easy to prove this for n = 2: Just look separately at the three cases where both numbers are
nonnegative, both are negative, or one of each is positive and negative. W

24 Functions and Sequences

Introduction 2.2. You are familiar with functions from calculus. Examples are fi(z) = /= and
fo(z,y) = In(x — y). Sometimes fi(z) means the entire graph, i.e., the entire collection of points
(z,/7) in the plane and sometimes it just refers to the function value /z for a “fixed but arbitrary”
number z. In case of the function f>(z): Sometimes f>(z,y) means the entire graph, i.e., the entire
collection of points ((z,y), In(z — y)) in threedimensional space. At other times this expression just
refers to the function value In(z — y) for a pair of “fixed but arbitrary” numbers (z,y).

To obtain a usable definition of a function there are several things to consider. In the following f;(z)
and fa(z,y) again denote the functions fi(z) = v/z and fa(x,y) = In(z — y).

a. The source of all allowable arguments (z—values in case of f(z) and (z,y)-values in case
of fa(z,y)) will be called the domain of the function. The domain is explicitly specified
as part of a function definition and it may be chosen for whatever reason to be only a
subset of all arguments for which the function value is a valid expression. In case of the
function f;(x) this means that the domain must be a subset of the interval [0, oo because
the square root of a negative number cannot be taken. In case of the function f>(z, y) this
means that the domain must be a subset of

{(z,y): z,yeRandz —y >0},

because logarithms are only defined for strictly positive numbers.
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b. The set to which all possible function values belong will be called the codomain of the

function. As is the case for the domain, the codomain also is explicitly specified as part
of a function definition. It may be chosen as any superset of the set of all function values
for which the argument belongs to the domain of the function.
For the function fi(x) this means that we are OK if the codomain is a superset of the
interval [0, oo[. Such a set is big enough because square roots are never negative. It is OK
to specify the interval | — 3.5, 00| or even the set R of all real numbers as the codomain. In
case of the function f(z,y) this means that we are OK if the codomain contains R. Not
that it would make a lot of sense, but the set R U { all inhabitants of Chicago } also is an
acceptable choice for the codomain.

c¢. A function y = f(z) is not necessarily something that maps (assigns) numbers or pairs
of numbers to numbers. Rather domain and codomain can be a very different kind of
animal. The following example will be very relevant for the remainder of the course:

At the end of Section 1.2 (A First Look at Probability) We informally defined the
probability associated with rolling a die as a function A — P(A) which maps
subsets A of 2 = {1,2,...,6} to a real number 0 < P(A) < 1. Thus, the domain
here is 2, the power set of (2; the codomain is [0, 1] (or any superset of [0, 1]).

d. Considering all that was said so far one can think of the graph of a function f(z) with
domain D and codomain C (see earlier in this note) as the set

Iy :={(z, f(z)) : 2 € D}.

Alternatively one can characterize this function by the assignment rule which specifies
how f(z) depends on any given argument z € D. We write “z — f(z)” to indicate this.
You can also write instead f(x) = whatever the actual function value will be.

This is possible if one does not write about functions in general but about specific func-
tions such as f1(z) = v/z and fo(z,y) = In(z — y). We further write

f:D—C

as a short way of saying that the function f(z) has domain D and codomain C.

In case of the function fi(z) = v/x for which we might choose the interval X := [2.5,7]
as the domain (small enough because X C [0,00[) and Y := |1, 3] as the codomain (big
enough because 1 < /= < 3 for any = € X)) we specify this function as

either f1:[25,7] =]1,3[} =z~ Vx or f1:[25,7] —=]1,3[; f(z)=+=.
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Let us choose U := {(z,y) : z,y € Rand 1 < =z < 10 and y < —2} as the domain
and V := [0, oo[ as the codomain for fo(x,y) = In(z — y). These choices are OK because
x —y > 1forany (z,y) € U and hence in(x —y) > 0, i.e., fo(z,y) € V forall (z,y € U.
We specify this function as

either fo: U =V, (z,y)—In(z—1y) or fo:U—=V, f(z,y)=I(zx—y). O

We incorporate what we noted above into this definition of a function.

Definition 2.17 (Function).

A function f consists of two nonempty sets X and Y and an assignment rule = — f(z)
which assigns any € X uniquely to some y € Y. We write f(x) for this assigned value
and call it the function value of the argument z. X is called the domain and Y is called
the codomain of f. We write

(2.31) fX-=Y, x — f(x).

We read “a +— b” as “a is assigned to b” or “a maps to b” and refer to — as the maps to
operator or assignment operator. The graph of such a function is the collection of pairs

(2.32) Ly = {(z, f(2)) : ® € X},

and the subset f(X):= {f(z) : z € X} of Y is called the range of the function f. O

Note that the codomain) Y of f and its range f(.X) can be vastly different. For example, if f : R = R
is given by the assignment f(z) = sin(z) then f(R) = [—1, 1] is a very small part of the codomain!

Remark 2.11. The name given to the argument variable is irrelevant. Let f1, f2, X,Y,U,V be as
defined in d of the introduction to ch.2.4 (A First Look at Functions and Sequences). The function

G: X =Y, p=yp
is identical to the function f;. The function
g2:U =V, (t,8) — In(t —s)
is identical to the function f; and so is the function
g3:U—=V, (s, t)—In(s—1t).

The last example illustrates the fact that you can swap function names as long as you do it consis-
tently in all places. [

We all know what it means that f : R —]0, 0]; = + ¢® has f~!(z) = In(x) as its inverse function:
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e The arguments of f~! will be the function values of f and the function values of f~*
will be the arguments of f: f(z) =e* =y & g(y) =In(y) = .
e fand f~! cancel each other, i.e.,

U Ufw) =y and  f(f'(@) = =

e Not so obvious but very useful: We want both codomains to be so small that
f7H(f(y)) = y is true for all y in the codomain of f and f(f~!(z)) = & is true for
all z in the codomain of f~!. One can show that this requires

domain of f = codomain of f~! and domain of f~! = codomain of f.

This leads to the following definition for the inverse of a function.

Definition 2.18 (Inverse function).

Given are two nonempty sets X and Y and a function f : X — Y with domain X and
codomain Y. We say that f has an inverse function if it satisfies all of the following condi-
tions which uniquely determine this inverse function, so that we are justified to give it the
symbol f~1:

(@ f':Y = X, ie, f!hasdomainY and codomain X.

b) f'(f(z)) = zforallz € X,and f(f'(y)) = yforallyeY. O

Definition 2.19 (Surjective, injective and bijective functions).

Given are two nonempty sets X and Y and a function f : X — Y with domain X and
codomain Y. We say that
(@) f is “one-one” or injective, if for each y € Y there is at most one z € X such that
f@) =y
(b) fis”onto” or surjective, if for each y € Y thereis atleast one z € X such that f(z) = y.
(c) fis bijective, f is both injective and surjective. [

Remark 2.12. that One can show that a function f has an inverse f~! if and only if f is bijective. [J

Remark 2.13. that If the inverse function f~! exists and if z € X and y € Y, then we have the
relation

y=f@) & z=f"@1.

Example 2.7. If h is a function, we write Domy, and Codj, for its domain and codomain. Be sure you
understand the following:

@@ f:R — R; 2 — " does not have an inverse f~'(y) = In(y) since its domain Dom ;-
would have to be the codomain R of f and In(y) is not defined for y < 0.
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(b) g:R —]0,00[; z — €® has the inverse g ! :]0,00[ = R; g~ !(y) = In(y) since

Domg-—1 = Cod, =0, 0], Cody—1 = Domy = R,
™) =y for 0 < y < oo, In(e”) =z forallz € R. O

Definition 2.20 (Restriction/Extension of a function). Given are three nonempty sets A, X

and Y such that A C X, and a function f : X — Y with domain X. We define the restriction of f
to A as the function

(2.33) fly: A=Y definedas f|,(z):= f(z)forallz € A.

Conversely let f : A — Y and ¢ : X — Y be functions such that f = ¢ |4. We then call ¢ an
extension of fto X. O

We now briefly address sequences and subsequences.

Definition 2.21. Let n, be an integer and assume that an item z; associated

e either with each integer j > n,, In other words, we have an item z; assigned to each
J=ns,ne+1ne+2,....
e or with each integer j such that n, < j < n*. In this case an item z; is assigned to each
j=nene+1,...,n".
Such items can be anything, but we usually deal with numbers or outcomes or sets of outcomes of
an experiment.

o In the first case we usually write x,, , Zn, |, Tn, s, .- OF (pn)n>n, for such a collection
of items and we call it a sequence with start index n,.

e In the second case we speak of a finite sequence, which starts at n, and ends at n*.
We write (2y,)n, <n<n* OF Tpn,,Tn, ;- -.,Zn for such a finite collection of items.

e If we refer to a sequence (z,), without qualifying it as finite then we imply that we
deal with an infinite sequence, =, , %y, ,,Tn, 5,.... U

Example 2.8.

(1) Ifug = k% for k € Z, then (uy)x>_2 is the sequence of integers 4,1,0,1,4,9,16, . ...
@ IfA;j=[-1-51+:]={reR:-1-3 <z <1+ 3} then (4));>3 is the sequence of

,%], [—%,%], [—g,g},.... This is a sequence of sets! [

ol

intervals of real numbers [—

Remark 2.14 (Sequences are functions). that

e One can think of a sequence (z;);>y, in terms of the assignment ¢ — x;. This sequence can
then be interpreted as the function

x(+) : [ng, 00[z — suitable codomain; ¢+ x(i) := xz;,

where that “suitable codomain” depends on the nature of the items ;.
e In Example 2.8(1), we could chose Z as that codomain. In Example 2.8(2) 2R, the power set
of R would be an appropriate choice. [
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Definition 2.22.

e If (), is a finite or infinite sequence and one pares down the full set of indices to a
subset {n1, ng, ns, ...} suchthatn; < ny < nz < ..., then we call the corresponding
thinned out sequence (z,, ) en a subsequence of that sequence.

o If this subset of indices is finite, i.e., we have n1 < ng < --- < ng for some suitable
K € N, then we call (z;,, )<k a finite subsequence of the original sequence. [J

Note that subsequences of finite sequences are necessarily finite whereas subsequences of infinite
sequences can be finite or infinite.

Remark 2.15. Does it matter whether we look at a sequence (:ch)j ¢, Or at the corresponding set
{x; : j € J}? The answer: THIS CAN MATTER GREATLY! Consider the sequence

r1=—-1,19=1,23=-1, 21 =-1, ... ; ie, x,=(—1)"forneN

The sequence is infinite, since the index set N is infinite

Let A := {z; : j € N}. Since sets have no duplicates, A = {—1, 1} has only two elements.

The ordering of the indices j is lost when considering the set: There is no difference between

{-1,1} and {1, —1}!
Considering the last point, do not confuse the ordering of the indices j with a possible ordering of
the z;! The order may be reversed (e.g., x; = 5 — j), neither increasing nor decreasing (x; = sin(j)),
or there is no ordering (z; = eye color of person j). [

Definition 2.23. We give some convenient definitions and notations for monotone sequences of
numbers, functions and sets.
(@) Let z, be a sequence of extended real-valued numbers.
e We call z,, a nondecreasing or increasing sequence, if j < n = z; < xz,.
We call z,, a strictly increasing sequence, if j < n = z; < x,.
We call z,, a nonincreasing or decreasing sequence, if j < n = z; > z,.
We call z,, a strictly decreasing sequence,if j < n = z; > z,.
We write z,, T for nondecreasing z,,, and z,, T = to indicate that nh_}ngo Tn =X,

We write z,, | for nonincreasing z,,, x,, |  to indicate that lim z, =z. O
n—o0

(b) Let A, be a sequence of sets.
e We call A, a nondecreasing or increasing sequence,if j < n = A; C A,.
o We call A, a strictly increasing sequence,if j <n = A; C A,.

We call A,, a nonincreasing or decreasing sequence, if j <n = A; O A,.
We call A, a strictly decreasing sequence, if j <n = A; C A,.

We write A,, 1 for nondecreasing A,, and A, T A to indicate that | J,, A, = 4,
We write A,, | for nonincreasing A,, A, | A to indicate that(), A, = A. O

Example 2.9.

(@) The sequence z,, = —1 is strictly increasing.
(b) The sequence y,, = 1 is strictly decreasing.
(¢) Thesequence a; =1, ap41 = ay, forevenn and a, 1 = —% for odd n, is nonincreasing.

(¢) The sequence by =1, b,41 = by, for even n and by, 1 = % for odd n, is nondecreasing. [J
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There are different degrees of infinity for the size of a set. Finite sets and many inifinite sets are
“small enough” to list all their elements in a finite or infinite sequence. Other infinite sets are too
big for that.

Definition 2.24 (Countable and uncountable sets). Let X be a set.

(@) We call X countable if its elements can be written as a finite sequence (those are the
finite sets) X = {z1,x2,...,2,} or as an infinite sequences. X = {z1,z2,...}.

(b) Wecall X countably infinite X is both countable and infinite, i.e., there is an infinite
sequence. X = {x1,x2,...}. of distinct items z;.

() We call a nonempty set uncountable if it is not countable, i.e., its elements cannot
be sequenced.

(d) By convention the empty set, (), is countable. [

Fact 2.1. One can prove the following important facts:

The integers are countable. (Easy: Z = {0,—1,1,—-2,2,-3,3,...}) lists all elements of Z
in a sequence.

Subsets of countable sets are countable. (Easy: If X = {x1,22,...} and A C X, then
remove all x; that are not in A. That subsequence lists the elements of A.

Countable unions of countable sets are countable: If Ay, Ao, . .. is a finite or infinite sequence
of sets, then Ay U Ay U - - - is countable.

The rational numbers Q are countable. A proof is given below.

The real numbers R are uncountable! [J

Here is a proof that Q is countable. For fixed d € N, let A; := {n/d : n € Z} (“d” for
denominator). Then is countable since it can be sequenced as follows.

11 22
Ad - {Oaigagaigag""}

The assertion follows from fact (c) and Q = |J Ay (WHY?)
d=1

Example 2.10. Fora,b,r € R,let Ay := {(z,y) € R?} suchthat (z—a)®+ (y—b)* = r?,

i.e., A(yp,r) is the circle with radius |r| around the point (a, b) in the plane. It is not possible to write
the indexed collection

(A(avbrr)) (a,b,T)ER3

as a sequence, since R? is bigger than the uncountable set R, hence cannot be sequenced. [

There is a name for those “generalized sequences” (."L‘@)Z cI which have an index set that not neces-
sarily consists of integers n.,n. + 1,...,n* or n.,n. + 1,... or of a subset of such a set. The next
definition is marked as optional and you not need remember it for quizzes or exams. But you must

remember it well enough to understand problems and propositions which refer to families.
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Definition 2.25 (Families).

Let I and X be nonempty sets such that each i € I is associated with some z; € X. Then
a. (i), s called an indexed family or simply a family in X.
b. I is called the index set of the family.
c. Foreachi e IJ,z;is called a member of the family (z;);c;. O

Remark 2.16 (Families are functions). that

We saw in example 2.14 on p.35 that sequences (:cn)n can be interpreted as functions with domain
= index set and codomain = a set that contains all members z,,. This also holds true for families and
is particularly easily understood if the family (z;), ¢; In X is written in a way that each member

explicitly tracks the index that it is associated with, i.e., we write (i, :131)Z cr The set
Uyoi= {(iz;) i€}
is the graph I'y of the function

f:I —X; i f(i) = z;.

At the end of Definition 2.4 on p.20 we defined unions and intersections of any collection of sets
(A;)ies which is indexed by integers, i.e., J C Z. We did so by saying that 17

UAiZ{.QJ:HiQEJS.t.l'EAiO} and ﬂAiz{x:ViGJ:meAi}.

i€J i€J
This allows us to generalize unions and intersections of finite and infinite sequences of sets to col-
lections of sets with an arbitrary index set. Note the following:

e The next definition is NOT marked as OPTIONAL
e It contains Definition 2.4 as a special case!

Definition 2.26 (Arbitrary unions and intersections of families of sets). Let J be an arbitrary,
nonempty set and (Aj)j ¢, a family of sets with index set J. We define

e Theunion | A4; := {z : Jip e st xe A}

j€J
e Theintersection () A; = {z :VieJ:xze A}
jeJ
o If the sets A; are disjoint, we often write |4 A, rather than |J A;.

jE€J j€J
o Let (Bj)j ¢ be a family of subsets of a set X. We call this family a partition or a
partitioning of X if the corresponding set of sets {B; : i € J} is a partition of X:

@ i#j = BNBj=0 () X = Y B;. SeeDefinition 2.10 on p.25. O
JjeJ

17See paragraph 2.2.0.4 (Some Convenient Shorthand Notation) on p.26 about ¥ and 3.
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Notation 2.2. Empty unions and intersections: If J = (}, it seems reasonable to define |J 4; :=
Jjen
(), since there is no x for which one can find iy € 0 such that z € A;,. Also, since there are no
indices ¢ € (), any =, no matter what it might be, satisfies + € A; for all i € (). So should one
define the intersection of an empty family as (| A; := { everything }? It turns out that the use of
jeo
an “everything” set leads to contradictions. However, if there is a universal set {2 which one can
interpret as “everything under consideration”, then (] A; := 2 looks reasonable. Thus, we define
jeb

(2.34) U A; := (), always; m A; = Q, if there is a universal set, (2.

i€l i€l

For nonempty index sets I and J, unions and intersections are monotone:

(2.35) IcJ = [UAiQUAj, ﬂAi;UAj].

= jeJ el jeJ
Note that (2.34) respects monotoneness, since (2.35) holds for I = (. O

Remark 2.17. For typographical reasons we sometimes use the following notation.
iel

Analogous notation exists for (), |4 and even summation. For example, assume that g : R — R is
some rel-valued function of real numbers, and that the indices of interest are

I .= {zeR:z>5and0 < g(x) <5}.

Then () B, can also be expressed as follows:

xel
(1B: = ()[Bs: #>5and0 < g(x) <5] = N B;.= () B.. O
zel z>5 and 0<g(z)<5 z>5

0<g(z)<5

Be sure that you understand how to solve the following problem. (Draw a picture!)

Problem 2.1. For a,b € R, let Qup = {(z,y) € R® : |z —a| < 3/2, |y — b < 3/2}.
Thus, Q(4) is the square in the plane with center (a,b) and side length 3. Compute () Q)

(a,b)eK
and U Q(a,b) .
(a,b)eK

For K = {(a,b) eR?*: -1 <a,b<1}, compute ﬂ Qap and U Qap) -
(a,b)eK (ab)eK

Solution:
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Let U = ﬂ Q(a,b) and V = U Q(a,b)'
(a,b)GK (a,b)GK

Fix by € [~1,1] and consider the squares ((,3,) moving from the left (¢« = —1) all the way to the
right (a = +1). Even Q(_1,,) as the leftmost square has z values as big as 1/2, and Q1 5, as the
rightmost square has z values as small as —(1/2), Thus,

1 1 3 3
(z,y) € ﬂ Qaby) < [—2 <z< g and by — 3 S¥ S bo + 5|
—1<a<1
Likewise, if we now also move the squares vertically from b = —1 to b = 1, then the y values of

points in the intersection are exactly those that satisfy —(1/2) <y < 1/2. Thus,
U ={(z.) : le| < 1/2and Jy| < 1/2}.

One sees in likewise faxhion that the points in the union V' are exactly those with « values and y
values between —1 — (3/2) = —5/2 and 1 4 (3/2) = 5/2. Thus,

V={(z,y) : ||lz| <5/2and |y| <5/2}. O

We finish this section with two very useful propositions. The first one (De Morgan) you already
have encountered for two sets (see Proposition 2.3 on p.2.3).

Recall for the next theorem that we have defined unions and intersections for arbitrary collections,
(A;j)jes, of sets. See Definition 2.5 on p.20.

Theorem 2.1 (De Morgan’s Law). Let J be an arbitrary, nonempty set. Let (A;) ey be a collection of sub-
sets of a set Q0. Then the complement of the union is the intersection of the complements, and the complement
of the intersection is the union of the complements:

C C
(2.36) @ (U4 =N A ® (4] =U AL
k

jeJ jeJ jeJ

PROOF of De Morgan’s law, formula (a):
1) First we prove that (| AP c NAL:

Assume that 2 € ((J 4,). Then z ¢ |J A, which is the same as saying that 2 does not belong to
any of the A,. That means that x belongs to each AL and hence also to the intersection () AC.
2) Now we prove that (| Aa)E >N AEX:

Let z € Ag. Then z belongs to each of the Ag and hence to none of the A4,. Then it also does
not belong to the union of all the A, and must therefore belong to the complement (| AQ)C. This

completes the proof of formula (a). The proof of (b) is similar. W
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Remark 2.18. Note that (2.36) holds true for any index set J. In particular, for finite and infinite
sequences of sets. [J

Proposition 2.5 (Distributivity of unions and intersections). Let (A;,), be a finite or infinite sequence
of sets and let B be a set. Then

(2.37) U Bn4;) =Bnl 4,
J J
(2.38) (N (BUA)) =BU()4;.
Jel J
PROOF: W

The next proposition shows how to rewrite any countable union (finite or infinite) as a DISJOINT
union.

Proposition 2.6 (Rewrite unions as disjoint unions). Let (A;);en be a sequence of sets which all are
contained within the universal set §). Let

By = |JA; = A1UAU---UA, (neN),
j=1

Cy :=A; = By, Cn—l—l = An—H \ By, (n € N)'

Then

(a) The sequence (By); is increasing: m < n = B, C By.
(b) ForeachneN, |J A; = U Bj. Further, | A; = U B;.
j=1 j=1 j=1 j=1
(c) The sets C; are mutually disjoint, |J A; = Y C; foralln, and |J A; = | Cj.
=1 =1 =1 =il

(d) Thesets C;(j € N) form a partition of the set Ej Aj.
j=1

PROOF: (a) and (b) are trivial. For the proof of (c) and (d), convince yourself that
C, = A, \ (A1UA2U'--UATL,1).

Thus, C,, precisely contains those elements of A,, that have not previously been encountered! W

2.5 Preimages

Introduction 2.3. The major part of this course will be about functions
X:(Q,P) — wr— X(w)
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which assign the outcomes (= elements) w of a probability space (€2, P) to items X (w) € €. In
the context of probability theory, such functions will be called random elements. '® Usually, those
function values are numbers or vectors of numbers. In other words, the codomain often is (a subset
of) R or R™. It is customary to call a real-valued random element
Y:(Q,P)— B (BCR); wr Y(w)

a random variable. 1
Let us take another look at Examples 1.3 (Two rolls of a die), 1.4 (Sum of two die rolls), 1.6, and
Remark 1.7. This material begins on p.10 of Section 1.2 (A First Look at Probability). There,

o« O =[1,6% Q =[2,12]z, P was determined by P{w} = 1 (we),

36
e Y Q0 w=(w1,ws) = Y(w,ws) = wi + wy 20

The probability space ({2, P) represent the outcomes of two rolls of a fair die:
o Interpret w = (wy,w2) as follows: Die; yields w;, die yields ws.
(1 Thus, w = (5, 2) represents the outcome of die; giving a 5 and die; giving a 2.

The function Y was used to “transport” the probability measure P, defined on the powerset of the
domain, €2, to a probability measure Py, defined on the powerset of the Codomain, §2., by means of
the formula (1.25) (see Remark 1.7, p.17). We repeat it here:

(2.39) Py(B) := P{Y € B}, ie, Py(B) = P{weQ :Y(w)€ B}, for BC Q.
This formula makes those sets so important that they warrant their own definition. [

Since the following definition is of interest not only for probabilistic topics, we now switch from the
probabilistic function notation Y : Q — ¥/, to the more familiar f : X — Y.

Definition 2.27.

Let X,Y be two nonempty sets. Let f : X — Y and B C Y. Then
(2.40) fY(B) ={z e X: f(z) € B}

is a subset of X which we call the preimage of B under f. O

Remark 2.19.

(@) Ifwevary BCY,ie, B¢€ 2Y we can think of the preimage as a function
2V — 2% (since f~1(B) € 2¥).

(b) The symbol f~! is the same for the preimage function f~! : 2¥ — 2% and for the ordinary
inverse function f~! : Y — X, if this inverse function exists! DO NOT CONFUSE THOSE
TWO CONCEPTS:
@ Arguments and function values of the inverse function are elements of X and Y,
@ Arguments and function values of the preimage function are subsets of X and Y.

() The preimage f~!(B) exists for any choice of X,Y,f : X — Y, and B C Y, even if the
inverse function does not exist! [

8See Definition 5.15 (Random element) on p-125

“See Definition 5.14 (Random Variables and Random Vectors) on p.124. We are trying to adhere to the probability
theory conventions of using capital letters U, V, W, X, Y, Z rather than f, g, h for random elements and in particular the
letter Y for random variables.

2We often prefer to write w rather than & if the the symbol Q is involved, even if it represents a vector.
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g

Example 2.11. This example illustrates the point made in Remark 2.19(c). Let
[R5 [FLools  fla) = %,

If there was an inverse function, f~!, then its domain must be the codomain of f, and its codomain
must be the domain of f. In other words,

fhilLoo[= Ry fTHY) = VY-

it would have to assign to EACH y € [—1, oo[ a UNIQUE z € R (that  would be f~!(y)) such that
f(z) = y. But such is not the case:

If y = —0.5, then there is no = € R such that 22 = y
If y = 10, then there are too many z € R such that 2? = y:
Both z = V10 and z = —v/10 satisfy z?2 = 10.

e Note that, for the preimages, we obtain f~! ({—0.5}) =0
and f~1({10}) = {—V/10,V10}. Coincidence? [

Example 2.12. For a more extreme example, consider
g:10,00[— R; g(x) = sin(z).
If By = [5,10], B, = {0}, what are ¢g~'(B;) and g~ !(B2)? So, does each y € R have a unique
x € [0,00[ such that g(z) =y? O
Example 2.13. For an even more extreme example, consider the constant function
h:R = R; h(z) = 2m.
If By = [5,10], B2 = {27}, B3 = [-500, 5], what are h~1(B;)(j = 1,2,3) ? Again, does each y € R

have a unique z € [0, oo[ such that h(z) = y? O

Example 2.14. Let
h:)0,3[—10,9[; h(z) = x?.

Does h have an inverse? The answer is Yes. The inverse function of 4 is
h™':0,9[-10,3;  hT'(y) = Vo,

since for each 0 < y < 9, x = ,/y is the unique solution of the equation h(z) = y.
Note the following;:
e h7l(4)=2, buth {4} = {2} and NOT 2.
h~1(—4) does not exist, but h=1{—-4} = (0! O
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Notation 2.3 (Notational conveniences for preimages - I).

If we have a set that is written as {. ..} then we may write f~!{...} instead of f~1({...}).
Specifically for singletons {y} such that y € Y, it is OK to write f~*{y}.

You also are allowed to write f~!(y) instead of f~{y}, even though this author thinks that
it is not a good idea to confound elements y and subsets {y} of Y.

VERY IMPORTANT: Work the following examples closed book and then check that your solutions
are correct!

Example 2.15 (Preimages). Let f : R =+ R;  f(z) = 2. Determine
a. f71(]—4,-2), b. f7Y[1,2]), c f7Y5,6]), d.{-4<f<—-20r1<f<20r5< f<6]}.

Solution:
a. f~ (]—4—2[):{:UER:JUZG]—4,—2[}:{—4<f<—2}:(2).

M([L2) = {zeR:a?e 1,2} = {1<f<2} = [-v2,-1] U [1,V2].
H[5,6]) = {zeR:2?€[5,6]} = {5<f<6}=[—\@,—\/5]U[\/5,\/5]-
4< f< 20r1<f<20r5<f<6]}—f Y] —4,-2[U[1,2] U [5,6])
= {z€R:22€]—4,-2[orz? € 1,2 or2? € [5,6] }

= [-Vv2,-1] U [fo] U [-V6,—v5] U [v5,v6]. O

b. f~
c f~
d {

Example 2.16 (Preimages). Let f : R = R;  f(z) = 2. Determine
a. f71(]—-4,2), b. f7X1,3)]), c.{-4< f<2and1< f <3}

Solution:
a. f1(1-42) ={recR:22c]-42[} = {zcR:~4<2?<2} =]-Vv2,V2].
b. fY([1,3]) = {r€R:2?2€1,3]} = {wER 1<22<3} = [-V3,-1] U [1,V3].
c {-4<f<2and1<f<3} = f1]-4,2[Nn[1,3))
={zeR:2?€]—-4,2[and 2? € [1, ]}
={zeR:1<2?2<2} =]-+v2,-1] U [1,V2].
Proposition 2.7. Some simple properties:
(2.41) FH0) =0
(2.42) By € By C Y= fYBy) C f By (monotonicityof f~*{...})
(2.43) YY) = X always!

PROOF of 2.42:
We show that = € f~1(By) = f~1(B) as follows.

e f'B) Y s eB ¥ pw)eB, € oc (B

In the above, (a) and (c) state the definition of a preimage and (b) follows from By C By
The proof of of 2.41 and 2.42 is left as an exercise. W
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Notation 2.4 (Notational conveniences for preimages - II).

If we have a set that is written as {. ..} then we may write f~!{...} instead of f~1({...}).
Specifically for singletons {y} such that y € Y, it is OK to write f~!{y}.

You also are allowed to write f~!(y) instead of f~{y}, even though this author thinks that
it is not a good idea to confound elements y and subsets {y} of Y.

Example 2.17. Consider the random variable Y : (wj,w2) + w1 + w2 of the introduction to this
section.
o Py({10}) = P({(w1,w2) € Q: Y (wy,ws) = 10})
can be written Py ({10}) = P(Y~'{10}) = P{Y = 10}.
o Br({(@))) = P({(wnun) € Q1 Y (wr,w) = '}).
can be written Py ({w'}) = P(Y " Huw'}) = P{Y =u'}.
e Py(B) = P({weQ:Y(w) e B})
can be written Py (B) = P(Y}(B)) = P{Y € B}.

It is very important that you remember the first four of the six formulas of the Theorem 2.2 below.
In the proof of Theorem 5.11 on p.123 they show the following: For a function X : (Q,P) — ¢,
the assignment

A~ Px(A4) == P(f1(4)

defines a probability measure %! on (.

Theorem 2.2 (f~! is compatible with all basic set ops). Assume that X,Y be nonempty, f : X — Y, J
is an arbitrary index set. 22 Further assume that B C Y and that B; CY forall j. Then

(2.44) FUOB) = (B

JjeJ JjeJ
(2.45) AU B) = Uray

jeJ jeJ
(2.46) 8% = ()"
(2.47) BiNBy=0 = fYB)NfHBy) =0.
(2.48) fUBi\ Bs) = f1(B1)\ f1(By)
(2.49) fUB1ABy) = fH(B1)Af ' (B)

Note that (2.47) implies that the preimages of a disjoint family form a disjoint family.
PROOF: MEF330 notes, ch.8

Proposition 2.8 (Preimages of function composition). Let X, Y, Z be arbitrary, nonempty sets.

'the so—called distribution of X with respect to P. See Definition 5.13 (Probability Distribution) on p.124.
21f you have problems with the concept of a family, think of J as a set of integers which are bounded below, i.e., that
J is the index set of a finite or infinite sequence or subsequence of sets
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Let f: X =Y and g:Y — Z and h : X — Z the composition
hz) = go f(z) = g(f(z)).
Let U C X and W C Z. Then
(250) (9o f)7t = fTlogThie, (9o f)TI(W) = fTH(gTI(W)) forallW C Z.

PROOF: MF330 notes, ch.8 W

Try to understand the above with a simple example, suchas X =Y = R,
f(x) =3z —1,9(y) =vy% and W = [0,1], W = {—10} W = {10} (three different choices for V).

Given a function f : X — Y, the preimage acts as a set function which assigns subsets B of the
codomain to the subsets f~!(B) of the domain. There is a “dual” definition which goes the other
way: It assigns set in the domain to sets in the codomain.

Definition 2.28 (Direct image).
Let X,Y be two nonempty sets and f: X — Y. Let A C X. We call the set
(2.51) f(A) = {f(a):a € A}.

which consists of all function values of arguments in A, the direct image of A under f. O

Note that the range f(X) of f (see Definition 2.17 (Function) on p.33) is a special case of a direct
image.

Notation 2.5 (Notational conveniences for direct images).

As we do for preimages, if we deal with a set that is written as {. .. }, then we may write

f{...}instead of f({...}). In particular, we can write f{x} for singletons {z} C X. [

The same symbol f is used for the original function f : X — Y and the direct
f image which we can think of as a function

2X¥ 592V, A f(A) = {fla):ac A}, (ACX).

Be careful not to let this confuse you! O

Example 2.18 (Direct images). |[%| Let f: R —R; f(z) =22

@ f(—4, 2[)—{xQ:xe]—4,—2[}:{m2z—4<x<—2}:]4,16[.

b) f([1,2) = {2*:2€[1,2]} = {2*:1<2<2} = [1,4].

(© f([5,6]) = {2?:2€5,6]} = {22:5<2<6} = [25,36].

@ f(-4-2[UL2]U[56) ={z*:ze]-4,-2orze(l,2orze 56}
=14,16[ U [1,4] U [25,36] = [1,16[U [25,36]. O
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Example 2.19 (Direct images). |[%1| Let f:R = R; f(z) = 22

@ f(]-42) = {x €] —4,2[} = {2?:—d4<x <2} =]4,16]

b f([1, ]):{ [1,3]} = {2?:1<2<3} = [1,9].
(© f(—-4,2[n[1, ]) {22:2€]— 42[andxe[13}}:{x2:1§x<2}=[1,4[. O

X
S

2.6 Infimum and Supremum: Generalized Minimum and Maximum

Introduction 2.4. Let A :=]2,4] and B := [6,10[. Then A possesses 4 as its maximum, and the
minimum of B is 6.

It is just as obvious that 2 plays a role for A very similar to the one that min(B) = 6 plays for B, and
that 10 plays a role for B very similar to the one that max(A) = 4 plays for A.

But is min(A) = 2 and max(B) = 10? The answer is NO: The minimum and the maximum of a set
must belong to that set, and neitheris 2 € A, noris 10 € B.

Let us find some appropriate names for those two numbers. In the pictures below the sets A and B
are colored blue and their upper and lower bounds are colored red.
A: 1 1 B: r {

1 1 L

2 4 6 10
Upper bounds are those numbers so far “up” to the right that they dominate each item in the set.
For example, 20 is an upper bound of both A and B, since 20 > a for each a € A and 20 > b for each
b € B. Clearly any « > 20 also is an upper bound for both A and B.

What about x = 27 ~ 6.28? That one is smaller than 20 but still an upper bound of A, since 27 > a
for each a € A. However, it is not an upper bound of B since, e.g., 7.5 € B and 6 > 7.5 is false.

Lower bounds are the opposite of upper bounds. They are so far “down” to the left that they are
dominated by each item in the set. For example, —/2 is a lower bound of both A and B, since
—V/2 < aforeacha € Aand —2 < b for each b € B. Clearly any x < —/2 also is a lower bound
for both A and B. Matter of fact, any negative number is a lower bound of both A and B.

What about x = 7? That one is larger than —+/2 but still a lower bound of B, since 7 < b for each
b € B. However, 7 is too large for a lower bound of A. For example, 3 € A and 7 < 3 is false.

Our goal was to find appropriate names for 2 in relation to A and for 10 in relation to B.

2 is similar to 6 = min(B) in the following sense:

e 2isalower bound of A4, justas min(B) is a lower bound of B
¢ Not only that, but 2 is the GREATEST lower bound of A, just as min(B) is the greatest lower
bound of B

Similarly, 10 is similar to 4 = max(A) in the following sense:

e 10is an upper bound of B, just as max(A) is an upper bound of A.
e Not only that, but 10 is the LEAST (smallest) upper bound of A, just as max(A) is the least
upper bound of A.
In summary, greatest lower bound and least upper bound or something equivalent seems to be
bood names. [J

We give mathematical precision to our findings in the next definition. You will not be asked to
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recite it from memory, but you are expected to determine the min/max/inf/sup of a given set of
real numbers.

Definition 2.29 (Minimum, maximum, infimum, supremum). || % Let ACR,A+#(,and let!

and u be real numbers.

(@ Wecalllalowerbound of Aifl < aforalla € A.

(b) We call u an upper bound of Aif u > a forall a € A.

() We call A bounded above if this set has an upper bound.

(d) We call A bounded below if A has a lower bound.

(e) We call A bounded if A is both bounded above and bounded below.

(f) The minimum of 4, if it exists, is the unique lower bound [ of A such that! € A.
(g) A maximum of 4, if it exists, is the unique upper bound v of A such that u € A.

Since they are uniquely determined by A, we may write min(A) for the minimum of A and
max(A) for the maximum of A.

(h) If A is bounded below (i.e., A has lower bounds), we call the maximum of those
bounds the infimum of A. Thus, it is the greatest lower bound of A. We write inf(A)
or glb.(A). Otherwise (A is not bounded below), we define inf(A) := —oc.

(i) If A is bounded above (i.e., A has upper bounds), we call the minimum of those
bounds the supremum of A. Thus, it is the least upper bound of A. We write sup(A)
or Lu.b.(A). Otherwise (A is not bounded above), we define sup(4) := oco. O

Problem 2.2. Let A =] —3,—-1]U[2,4[U{—4,0,1}. Determine min(A), max(A), inf(A), sup(A).

Solution: In the picture below the segments belonging to A are colored blue, upper and lower
bounds are colored red,

| ] ] I - [ lower bounds of A =] — 0o, —4 ]
-4 -3 -10 1 2 4 upper bounds of A = [4, 00|
e inf(A) = min(A) = —4 = greatest lower bound = max{ lower bounds }

e sup(A) = 4 =least upper bound = min({ upper bounds }; max(A) = DNE, since 4 ¢ A

Remark 2.20. Here is the cookbook approach to infima and suprema. (NOT OPTIONAL!)

Infima are generalized minima and suprema are generalized maxima.

Think of inf(A) as a minimum that does not need to belong to A.
Traverse the lower bounds of A from the left (from —oo0) to the rigt until you “hit” A.
That’s the greatest lower bound. That’s inf(A).

Think of sup(A) as a maximum that does not need to belong to A.
Traverse the upper bounds of A from the right (4+00) to the left until you “hit” A.
That’s the least (smallest) upper bound. That’s sup(A). O
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The min/max/inf/sup of a function or family or sequence which takes values in R, is the
min/max/inf/sup of the set of all values that this entity can have. We give explicit definitions
of the notation of those items only for infimum and supremum. It is obvious how to define their

maximum and minimum. (But remember: max and min are not guaranteed to exist!)

Definition 2.30. || % | This is marked optional, but be sure you can work with the most common

notation introduced here, including the counterparts for min and max!

Let X be an arbitrary set (need not be numbers or elements of R¥)and A C X.
Let f: X — R be real-valued. The supremum and infimum of f on A are defined as

(2.52) sgpf = sggf(a:) = sup{f(z):x € A}
(2.53) i%ff = ;Ielgf(x) = inf{f(z):z € A}.

The supremum and infimum of a family of real numbers (z;),.; (%), are defined as

1€
(255)  inf(z;) := inf (2;) := inf (z;); := inf (z;),c; = 1n§azZ = inf{x; ;i el}. O
7 1€

(2.54)  sup(w;) := sup (w;) := sup(x;); = sup(x;);c; := supx; := sup{w;:i € I[}.
i I

The definition above for families extends to sequences x,, defined for n = n,,n, + 1,n. +2,....

The supremum and infimum of a sequence of real numbers (x,,) are defined as

n>nsy

(2.56)  sup(zn) = Sup (Tn),>,, = SUD Tn = SUP{Tp :M =Nu,Nu + L,nu+2,...}

N>Ns

(257)  inf(zy) = inf (2n),s,, = inf 2z, = nf{z, :n=n,n.+1,n.+2,...} O

N>Nx

Problem 2.3.
(@ Let f(z):= |sinz|; Determine min, max, inf and sup of f on R\ {kn : k € Z}.
(b) Let (zq)acs be the family defined by z, := cosa; J :=R\ {k7: k € Z}.
Determine min, max, inf and sup of (z4)ac-

n
(c) Let (a, := ;n=0,1,2,.... Determine min, max, inf and sup of the sequence (a, ).

n—+1

Solution:
(@ Let A:=R\{kn:keZ} Then mX.Xf = sup f(z) =1,
€A
min{f(z):x € A} DNE, inf{f(z) :z € Rand = # kn for k € Z} = 0.

(b) min(zy)aes DNE, maxxz, DNE, inf(z,) = -1, sup{zq:a € J} =1.

acJ

(¢) min(a,) = ir;% a, =0, moi%(an DNE, sup{z,:n=0,1,2,...} =1. O
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Theorem 2.3. || %

Let iy > g > - - be a nonincreasing sequence and 31 < o < --- a nondecreasing sequence of
real numbers. Then
(a) lim o, exists (might be —oo) and equals ian an,.
ne

n—oo
(b) lim B, exists (might be co) and equals sup (.
n—oo neN

Let ) # A C Rand f,, gn : A — R two sequences of real-valued functions on A, such that

(fn)n is nonincreasing, i.e., fi > fo >---, ie, fi(z) > fa(z) >---, forallx € A,
(gn)n is nonincreasing, i.e., g1 < go <---, ie, gi(z) < go(x) <---, forallx € A,
Then
(o z— li_)m fn(x) exists (might be —oo for some or all x € A) and equals © — ina fn(z).
n— o0 ne
d z— 1i_>m gn(x) exists (might be oo for some or all x € A) and equals x — sup g, ().
n—00 neN

PROQF: Will not be given here. Note though, that (c) follows from (a) and (d) follows from (b),
simply by freezing x and examining the sequences of numbers, o, := f,(z) and 3, := g, (z). W

Example 2.20. Let f, :] —1,0] = R; fu(z):= > 2", and g, : [0,00[— R; gn(z) := > 2". (Same
=0 i—0

Jj= J
function (geometric series with quotient x), but different domains!) Then
I T e AT S (, si ntl > ()
Jim fulx) = Jim —— i 7gofn(:c) , since —z""" > 0),
1— xn+1 1
lim g,(z) = lim 0 = supgp(z) for0 <z <1,
n—00 n—oo 1 —x 1—=z n>0

T oo = supgp(z) forz >1 (since z™ >1). O
n>0

2.7 Cartesian Products

We next define cartesian products of sets. Those mathematical objects generalize rectangles
[a1,b1] X [ag,b2] = {(z,y) :z,y €ER,a1 <z <bjand ay <y < by}
and quads
[a1,b1] X [ag,b2] X [as,b3] = {(z,y,2) :2z,y,2 € Rya1 <x <bj,as <y <bsandaz < z < bs}.
which you certainly have encountered in multivariable calculus.
Definition 2.31 (Cartesian Product). Let X and Y be two sets The set

(2.58) XxY ={(z,y):zeX,yeY}
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is called the cartesian product of X and Y. We write X? as an abbreviation forX x X.

This definition generalizes to more than two sets as follows:

Let X1, X5, ..., X, be sets. The set
(259) X1 X Xz-- - X Xn = {(a:l,xg,. ..,xn) 1T € Xj foreachj = 1,2,...77,}

is called the cartesian product of X1, Xs,..., X,,.
We write X" as an abbreviation forX x X x --- x X.

Example 2.21. In your multivariable calculus course you have learned about twodimensional vec-
tors and threedimensional vectors. Convenient notations would often be

(260) («T,y) S sz (aa b) S R27 (ZL’,y,Z) S R37 (av b: C) = R3 :

Note that those vectors are elements of the cartesian products R? = R x RR®> = R xR x R.

In general, any finite list of real numbers (51, Ba, ... ,ﬁd) is an element of RY which we call a d-
dimensional vector of real numbers. You probably are used to write R” rather than RY. We choose
the letter d (first letter of “dimension”), to keep the symbol n free for other purposes, such as denot-
ing the size of a sample.

Here is an example.

(8,-3,0,4,-7)
is a 5—dimensional vector of Integers. Since integers are special cases of rational numbers which
themselves are also real numbers, this vector is an element of each one of Z°, Q%, R®.

The notation used in (2.60) does not scale for higher dimensional vectors. On the other hand, the
expression (61, Bo, ..., ﬂd) is very suitable. However, this is very lengthy notation, so we use the
symbol for the subscripted components (that’s 3) and write an arrow on top of that symbol to
indicate that we are dealing with a vector. %

We will use this arrow notation for vectors very frequently. Here are some examples.

T = (:El,l'g,...,l’n), g: (bl,bg,bg,b4), Z: (Zl,ZQ,...,Zd).
Assuming that each subscripted item belongs to R we have & € R", beRY ZeR: [

Notation 2.6. Notational conveniences for vectors: Unless something else is stated, we will always
assume the following. If X is a nonempty set (usually, X is a set of numbers),

i € X? isshorthand for ¥ = (z1,22,...,24) € X? (ie,z; € X forj=1,2,...,d.)

We extend this convention to the case X x --- x Xy with potentially different sets X;. [

ZWe borrow that notation from physics.
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This is best explained by example.

Example 2.22. Let a; < by, a2 < ba, ..., ag < by, be d pairs of numbers (d € N). We apply the
notation established above to X :=a;, b;| and see that

¥ €lai,bi] x - % Jag,bq] is shorthand for
7 = (y1,y2,---,v4), wherea; <y; <b;, fori=1,...,d.

It is customary to call sets of the form
@ lai,bi[ x---x]ag, b,  Elar,b1] x - xlag,bq],
@ [a1,bi] X -+ x [ag, bg[, B [ai,bi] x---x [aq,bq),
d-dimensional rectangles. [J

Example 2.23. Cartesian products occur in a natural manner in probability theory when one models
the outcomes of repeated experiments.

(@) If the experiment is three rolls of a die, then the set
Q = (1,6)2)° = {1,2,3,4,5,6}

is a natural container for the outcomes of this experiment. For example, (4,2,6) € Q is the
outcome of having rolled a 4 followed by a 2 followed by a 6.
(b) n tosses of a coin (n € N) are modeled as follows. Let H stand for Heads and T for Tails.
Then let
Q ={HT}"

For example, if n = 5, then (H, H,T, H,T) € 2 models the outcome of having tossed Heads
followed by Heads followed by Tails followed by Heads followed by Tails. This example
demonstrates that cartesian products are also defined for sets that do not necessarily consist
of numbers [

Here is an abstract example.

Example 2.24. The graph I' of a function with domain X and codomain Y (see def.2.32) is a subset
of the cartesian product X x Y. [

Proposition 2.9. Let X, X», X, be finite, nonempty sets. Then,

The size of the cartesian product is the product of the sizes of its factors, i.e.,

(2.61) | X1 x Xg x - x Xp | = |X1] - | Xa| - [X3] -+ | Xn].

PROOF:

Case n = 2: This trivial for two sets, since the proposition simply states that a matrix (a rectangular
grid) of m rows and n columns possesses mn entries.
Case n = 3: For three sets X, X2, X3, we arrange the | X |-| X»| entries of X x X5 into a single row. In

(1) x(z),x,(f)) of X1 x X5 x X3 as members ((x(l),x§2)), ac,(f))

other words, we consider the members (z; , z; :
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of (X1 x X3) x X3. We apply the result for two sets to the cartesian product of X; x X and X3 and
obtain

| X1 x Xo x X3| = [(X1 x X) x X3| = | X1 x Xo||Xs]. = |Xu|-|X2| | X3

We repeat this procedure for n = 3,4, 5, ... sets.
Case n: We arrange the elements of X; x X3 x xX,,_; into a single row and

interpret each (z1,...,2,) € Xi X X,, as ((xl, .. ,xn,l),xn) € (X1 x Xp-1) X Xp-

Thus, the sets X; x X;, and (X; x X,,—1) x X,, have the same size. We know from the prior step,
case n — 1, that ‘Xl X oo X Xn—l‘ = ‘Xl‘ . ‘Xn_l}. Hence,

‘Xlx-uxXn‘ :‘(Xlx-an_l)xXn\ = (‘X1><‘--Xn_1‘)"Xn}
= ([X1] - [Xn-a)[Xa| = [Xa| - | X2 [X5] - [Xe]. W
2.8 Indicator Functions

Indicator functions often are a great notational convenience, for example, when dealing with func-
tions that are defined differently in two or more parts of the domain.

Definition 2.32 (indicator function for a set).

Let ©2 be a nonempty setand A C Q. Let14 : © — {0, 1} be the function defined as

(2.62) 1a(w) = {1 ifwe A,
0 ifwé¢A.

1,4 is called the indicator function of the set 4. % O

Example 2.25. The following examples demonstrate the usefulness of indicator functions.
(@) Let f:R — Rbe the function

3z if —10<z <0,

sin(7z)  if2 <z <4,

423 +6, ifz > 10,

0, else.

More compactly, f(z) = 3z -1j_190] + sin(7z) - 1jgq) + (42° +6) - 110 0]

f@) =

(b) The so-called density function of the exponential distribution with parameter 3 > 0 is %°
le*y/ﬂ’ O§y<007
fly) = {7
0, elsewhere .
1

This can also be written as f(y) = 3 e v/P Li0,00[(¥)-

PSee definition 10.12 (Exponential distribution) on p.240.
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() Let f:R? — Rbe the function f(x,y) := 222 — xy. Let A := {(x,y) € R? : 2% + 3y = 9},
i.e., A is the circle centered at the origin with radius 3. Recall from (multivariable) calculus
that the integral of f on the set A is defined (by means of Riemann sums) as follows:

/ flz,y)d(z,y) = / 14(z,y) f(z,y)d(x,y). Here, Ris some rectangle [a;, b1] x [a1, b1] big
A R

enough to contain A. 26 For example, once could chose R = [-3,3] x [-4,8]. O

Proposition 2.10. Let Ay, A, ... be subsets of Q0. Then

(2.63) A C A = 1,41 < 1A27
(2.64) Lajna, = min(la;,1a,), 104, :nen] = inf 14,,
(2.65) Lajua, = max(la;,1a,), 1y, :ineN] = b 1a,,
ne
(266) ]-AE - 1_1A17
(2.67) Lawa, = 1a, +1ay,  lya,inen = O 1a,, (A1, Ay, ... disjoint).
neN

PROQF: The proof is an easy exercise.

2.9 Exercises for Ch.2

2.9.1 Exercises for Sets

Exercise 2.1. Prove (2.12) of prop.2.2 on p.23.
Exercise 2.2. Prove the set identities of prop.2.1.

Exercise 2.3. Prove that for any three sets A, B, C'itis true that (A\ B)\C = A\ (BUCQC).
Hint: use De Morgan’s formula (2.13.a). W

Exercise 2.4. Let X = {z,y,{z},{z,y} }. True or false?

a{r}eX c{{zr}}eX eyeX g {yteX
b.{z}CX d.{{z}}CX £fyCX h{yCXx O

For the subsequent exercises refer to Definition 2.11 on p.25 of the size | A| of a set A and to Definition
2.31 on p.50 of Cartesian products.

Exercise 2.5. Find the size of each of the following sets:

a. A= {xz,y, {z}, {z,y}} < C= {u,v,v,v,u} e. E= {sin(kn/2): ke Z}

b. B = {1, {0}, {1} } d.D={32-10:2¢€2} f F= {mz:x€cR} O
Exercise 2.6. Let X = {z,y,{z},{z,y} } and Y = {z, {y} }. True or false?

a.zeXNY creXUY exzeX\Y g axeXAY
b.{y}e XNY d.{y}eXUY £ {yteX\Y h {y} € XAY O

% A review of some aspects of classical (Riemann) integrals will be given in Chapter 3 (Calculus Revisited).
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Exercise 2.7. Let X = {1,2,3,4} and letY = {z,y}.

a. Whatis X x Y? ¢ Whatis |[X xYV[? eIs(z,3) e X xY? gIs3-z€ X xY?
b. Whatis Y x X? d. Whatis |[X xY|? £Is(z,3) €Y xX? h.Is2-yeY x X? O

Exercise 2.8. Let X = {8}. Whatis 2(2")?

Exercise 2.9. Let A = {1,{1,2},2,3,4} and B = {{2,3},3,{4},5}. Compute the following.
a.ANB b.AUB c¢ A\B d.B\A e AAB O

Exercise 2.10. Let A, X be sets such that A C X and let z € X. Prove the following:

a. Ifac Athen A = (A\ {a}) W {a}.
b. Ifa¢ Athen A = (AW {a})\ {a}.
U

2.9.2 Other Exercises

Exercise 2.11. Let D := {(y1,y2) € R?: 2} + 23 = 1}. Let h :== Z — D be defined by
k — h(k) := (cos(&F),sin(%r)). Compute the preimage h~1{(0,1), (1,0)}.
Hint: What is h(k) for k = —4,-3, ..., 3,4? Draw a picture!

Solution: A: First, we compute h~1{(0,1)}.
-1 km . (km
h={(0,1)} = {keZ:h(k)=(0,1)} = {k€Z:cos o =0, and sin o =1;.

To find all £ € Z such that both cos (%”) = 0 and sin (%”) = 1, we abbreviate 0 := %” and look for
all angles 6 such that both cos(f) = 0, and sin(#) = 1. The answer:

0= g + 2nm, for some integer n.

Going back to the original formulation of the problem, we must find all integers k such that

km T 1+4nm
— = — 4+ 2nw =

5 5 5 , forsomen € Z.

This is equivalent to k& = 1 + 4n, for some n € Z. Thus,
R7H(0,1)} = {4n+1:neZ}.
B: Next, we compute h~1{(1,0)}. We follow the same pattern.

(1,00} = {ke€Z:h(k)=(1,0)} = {k €Z:cos (2”) =1, and sin <k2”) = o} :

To find all k € Z such that both cos (&) = 1 and sin (&°) = 0, we abbreviate § := % and look for
all angles 6 such that both cos(f) = 1, and sin(#) = 0. The answer:

§ = 2nm, for some integer n.

55 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Going back to the original formulation of the problem, we must find all integers k such that

k 4
g = Inw = %, for somen € Z.

This is equivalent to k& = 4n, for some n € Z. Thus,
A (1,00} = {4n:nc Z}.
C: Since the preimage of a union is the union of the preimages,

R1H{(0,1),(1,0)} = {4n,4n+1:ncZ}. O
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3 Calculus Revisited

We list here some avanced calculus topics. With the exception of the formulation of some of this ma-
terial in dimensions arbitrary dimensions and the conditional convergence of series, all of it can be
found in [12] Stewart, J: Single Variable Calculus and [12] Stewart, J: Multivariable Calculus. How-
ever, the notation needs getting used to, and some of the material is explained from an unfamiliar
point of view that is more suitable for its application to probability theory.

3.1 Absolute Convergence of Series

You should be familiar with the next definition from your calculus class. See [12] Stewart, J: Single
Variable Calculus.

Definition 3.1 (Absolute Convergence).

We say that an infinite series )  a;(a; € R) is absolutely convergent and also, that it con-
verges absolutely, if

o0
Z|aj| = |a1]| +|az| + |az|+ -+ < o0, O
j=1

Theorem 3.1.

If the series )  a;(a; € R) is absolutely convergent, then the following holds true:

(a) The series ), a; itself converges, i.e., thereis —oo < a < oo such that Z a; = a,
j=1

o
(b) ANY rearrangement Z ap; = Qp, + Gn, + - - cONVErges to the same limit as )  a;.
j=1

We speak of a rearrangement of a sequence (a;)nen (a series ) a;) if its members are reshuffled into a
sequence (b;)nen (a series ) bj) as follows: There are indices nj € N such that

by = Qny by = Qng, by = QAngy -« -y
and those indices satisfy the following:

(1) They are distinct: i # j = n; # n;.

(2)  They leave no gaps in the set N of all indices: For each k € N there is j € N such that k = n;. %

PROOF: See your calculus book. W

27 We could have expressed (1) and(2) by stating that the assignment j +— n; is a bijection N — N. (See Definition

2.19 (Surjective, injective and bijective functions) on p.34.)

58 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Theorem 3.2.
If the series ) aj(a; € R) satzsﬁes a; > 0 forall j, then

o ANY rearrangement Zan possesses the same limit, finite or infinite, as Zaj
Jj=1 j=1

e [n particular, if Y a; is not convergent, then E an; = oo for each rearrangement.
J=1

PROOF: |[*

Case 1: The series has a finite limit. Then it converges absolutely, and the assertion follows from
Theorem 3.1.

Case 2: Otherwise, since a; > 0 for all j, k — Z a; and k — Z an; both are nondecreasing and
J=1 7=1

nonnegative. By Theorem 2.3(a), both have a limit. Let a := ) aj, b; := ay,, b := ) b;. Note that

a > 0and b > 0, because a; > 0 and b; > 0 for all j.

Assume to the contrary that b # a. We assumed that ) a; is not convergent, i.e.,

(%) a:Zaj:oo

Since b # a, this means that 0 < b # oo. Thus, b € R. Thus, ) b; is absolutely convergent. By
Theorem 3.1, each rearrangement ) _ b,,, of > b; has the same limit b. Since ) _ a; is a rearrangement
of > bj, it has the same limit b < co. However, by (), this limit is co.

In summary, the assumption a # b led us to a contradiction and we conclude that it is not true.
Thus, b = a = cc. In other words, » a,, = > aj = [ ]

Remark 3.1. || % | This remark might seem very strange to you. First, a definition.

A series ) a; is called conditionally convergent, if it is convergent but not absolutely
convergent.

This can be formulated as follows: There is some a € R (thus, —oco < a < c0) such that

oo o0

Y. aj=a,but ) |aj| = oo.

j=1 Jj=1
The following is known as Riemann’s rearrangement theorem: 2® Assume that the series > a; is
conditionally convergent, but not absolutely convergent: Pick any —oco < b < co. The terms a; can

o0

be rearranged in such a way that the rearranged sequence, call it ) a,,, converges to b. In other
=1

words, you can jumble the terms such that the limit is 7. Some other rearrangement yields 0 as the

o
limit, for yet another, »_ a,, = —Ve3, ... O

®This was proved by the German mathematician Bernhard Riemann (1826-1866). The integral that is being taught in
calculus, the Riemann integral, also is named after him.
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Example 3.1 (Harmonic series). It is known from calculus that

E — = oo (harmonic series) and that E ~——— has areal limit.
— n ; n
7j=1 7=1

Thus, the series Z " converges conditionally. [J

Proposition 3.1.

(1) A series which only has finitely many nonzero terms converges absolutely.
(2) If |an| < |by| forall nand ) b, converges absolutely, then ) a,, converges absolutely.

PROOF: || %

00 k
PROOF of (1): Let the nonzero terms be ay, , an,, - - -, an,,,- Then, 3 |ay| = > |ay,| < oo.
n=1 j=1

PROOF of (2): |a,| < |by| foralln = E la,| < Z |bp| < co. W

n=1

Theorem 3.3.

Let S be some (abstract) nonempty set and f : S — R some real-valued function on S.
Assume that S* := {x € S : f(x) # 0} is countable, i.e. S* = {x1,x2,---} for some finite or
infinite sequence x1, x2, - - - of elements of S and that at least one of the following two is true:

(@) f(z;) >0, forall j, (b) the series . f(x;) is absolutely convergent.

e Then, ANY rearrangement Z f(zn;) ofthe f(x;) possesses the same value as Z flz;).
j=1 j=1

PROOF: If (a) is true, the assertion follows from Theorem 3.2 on p.58. If (b) is true, it follows from
Theorem 3.1 on p.58. W

Notation 3.1 (Notation for series that do not depend on the order of summation). Assume that
7,5, S* are as in Theorem 3.3 and that f satisfies (a) or (b) of that theorem. Then

= {res: f(z) #0}
is countable and thus, there are two cases.

n n
(@) S*isfinite, ie, S* = {x1,9,...,z,} for some suitable n. Since Z f(rn;) = Z flxj)
j=1 J=1
for each rearrangement x,; of the x;, we write Z f(z) for this common value.
rEeS*

o oo
(b) S*iscountably infinite, i.e., S* = {z1,x2,...}. Since Z f(wn;) = Z flxj)
=1 =
for each rearrangement z,, ; of the z;, here too, we write Z f(z) for this common value.
reS*
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Since f(z) = 0 for z € (5*)C, the complement of S* in S and including additional terms of value

zero into a series does not impact its value, we also write Z f(z) for Z f(z).
zes reS*

Likewise, assume that I = {41,149, ... } is a countable index set and (a;);c is a family of real numbers
which is indexed by I. If a; > 0 for all 7 or a;, + a;, + - - - is absolutely convergent (or both), then
rearranging the indices does not alter the value of the series and we can denote it by Z a;.

il
To summarize,

(1) If the value of a series does not depend on the order of summation, there is no need

o0 n
to indicate a specific order by writing, e.g., Z .- or Z ---. Under these circum-

=1 =

=il
stances, we also use notation such as E ... or E ... 0
000 S

Theorem 3.4.
Assume that Jy, Jo, ... is a countable collection of disjoint subsets of N. and J = J W Jo W ---.
Let > aj, > aj,... bea corresponding collection of series such that

je€I JEJ2
ea; >0,foralljeJ or e a;isabsolutely convergent.

Jje€J
Then
Zaj —+ Zaj doos = Zaj.
jeJ jeJa jed

PROOF: Will not be given here. W

3.2 Integration — The Riemann Integral

Integration is of high importance in probability theory, because in many important cases the prob-
b
ability of an event is computed as an area | f(y)dy enclosed by the graph of a function v = f(y),

a
the horizontal y axis and the vertical lines © = a and u = b. More accurately, this is the case when

this event is associated with a “continuous random variable”. %°

A quick word about symbol names. Writing v = f(y), i.e., representing the argument by = and the
function value by y, is the standard notation of the WMS text. For now we will go back to the more
familiar notation y = f(z).

Introduction 3.1. Here is a quick overview of the definition and geometric meaning of the Riemann
Integral, the type of integral that you are familiar with from calculus. Integration will be discussed
in greater detail after this introduction, starting with Section 3.2.1 (The Riemann Integral of a Step
Function).

¥see Chapter 10 (Continuous Random Variables).
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(A) Integrating a function y = f(x) of a single variable z:

B
An integral [ f(z)dz was defined as the limit of Riemann sums. * Those are areas
«

(3.1) > Fag) (B — ),
j=1

obtained when one partitions an interval [a, b] into subintervals

a = oy < 502041 < B1:Oé2 < e K Bn_lzozn < 5n = b,

picks arguments a; € [a;, 3;] and replaces the integrand z — f(x) with a step function !

62 T > f(a5) Y, 5)(2) a5 <a; <55
j=1

Here, . .
1 ifx €lay,p)], ie, a; <z <Py,
0 else,

T = Lo, 9 (2) = {

is the indicator function 3? of the subinterval ]a;, 3;] of the interval ]a, b].

Bj
In other words, f is approximated by the constant value f(a;) on]a;, 3;], and the area [ f(z)dz of

aj
f belonging to ]o;, f;] is replaced by the area of a rectangle of width 8; — «; and height f(a;).

(B) Now, consider the case of a real-valued function y = f(¥) which accepts R?>-valued “random
vectors” ¥ = (x1,x2) as arguments.

The onedimensional interval [«, 5] is replaced with a 2-dimensional rectangle A = [«, 8] x [7, d]
which is partitioned by horizontal and vertical grid lines into a finite number of subrectangles, let us
call them Ay, Ay, ..., Ay. Apoint @; = (z;,y;) in the plane is chosen from each A; = [«;, B;] %[5, ;]
The integral

(33) [[ 1@z - / ’ / " far,a) drydes
A

is approximated by the Riemann sum

(34) zn: F(@;) (8j = ;) (05 =),

obtained by replacing the integrandjfni 1»—) f(Z) with the step function

(3.5) T zn: @) 14,(Z),  a; € Ay = [ay, B5] x [v5, 4],
j=1

whch is equal to the constant f(a@;) on all of A;.

The geometric meaning is this: For each j, he volume of the slab between A and the graph of f is
approximated by the volume of the quad formed by A; at the bottom, the corresponding rectangle
{(z,y, f(@;)) : (z,y) € A;} at the top, and the vertical rectangles that connect the two.

%Riemann sums will be defined and treated in more detail in section 3.2.2 (The Riemann Integral as the Limit of
Riemann Sums).

*IStep functions will be defined and treated in more detail in section 3.2.1 (The Riemann Integral of a Step Function).

32gee Definition 2.32 (indicator function for a set) on p-53.
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(O) The case of a real-valued function y = f(Z) where Z = (1, 72, z3) € R? is quite similar.
Now, the domain is a quad A = [«, 8] X [v, ] X [n,(]. It is partitioned by “grid planes” parallel to
the planes {(z1,z2,23) : 21 = 0}, {(x1,22,23) : ®2 = 0} and {(z1,x2,23) : 3 = 0}, into a finite
number of subquads, A1, As, ..., Ay. A point a@; = (z;,y;, 2;) in R? is chosen from each

Aj = [ay, B3] x [, 651 % [, G5l -
This time, the integral

(3.6) ///f(f)df = /j /f /ncf(ml,xg,ajg)dxchgdxg
A

is approximated by the Riemann sums
(3.7) D @) (B — o) (65— 73) (G —my)
j=1

which one obtains by replacing & + f(¥) with step functions 7'~ > f(@;)14,(Z).
j=1

(D) The above can be generalized to functions defined on rectangles of arbitrary dimension d.

Since vectors of dimension d > 3 are beyond the scope of what is taught in a standard calculus
sequence, only the following is expected of you.

Try to recognize that and how the familiar cases d = 1, 2, 3 are special cases of what is now

explained for an arbitrary dimension d. Do not worry about anything else.

We assume that f : A — Ris defined on a d—dimensional rectangle A = [ay, 81] X - - - X [ag, B4]. Since
A C RY, the arguments of f have the form & = (1, T2, . . ., 74). The (Riemann) integral of f over 4,

B1 B2 Ba
(3.8) ///f(f)da?’ = / / flxy,x9,...,2q) drrdzy - - - dxg,
A a1 Jas ag

is again defined as the suitable limit of Riemann sums. Those are constructed as follows.

A is partitioned into a finite collection of d-dimensional subrectangles, A1, As, ..., A;. They are
parallel tothe {Z:z; =0}, {Z:22=0},..., {Z:24 =0}, “hyperplanes” and thus of the form

45 = (o B o, 2] x - x o, 40

for suitable real numbers aﬁj ), ﬁj(.j ) such that osz ) < B](.j ) for each j=1,...,d.

Beware the notation! As you can see, we do the following: When we need to keep track of
both the index j = 1,...,k of the subrectangle A; and the coordinate : = 1,...,d, then the
latter is written as a superscript!

For each A;, we choose a point a@; = (;vg-l), :1;5-2), . ,azg-d)) € A; and approximate the integral by

the Riemann sum

39) > 1@) (8" = ag )@ = o) (87 = ).
j=1

It is obtained by replacing & — f(Z) with the step function Z +— i f(@;)1a,(). O
j=1
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Remark 3.2 (Stewart’s notation for multiple integrals). [12] Stewart, J: Multivariable Calculus. uses
notation different from these lecture notes for double and triple integrals:

\ These Lecture Notes \ Stewart’s book

d=2 éff(f) di = {)ff(fl?hﬂa)d(th) éff(%y) dA
d=3 fgff(f)df = fEfff($1,£L'2,£L‘3)d($1,I2,l‘3) fb!ff(:p,y)dv

Concerning the region of integration, you will see both [[[--- and [[[,---, in this document. [
E

3.2.1 The Riemann Integral of a Step Function

When the Riemann integral is introduced as a means to compute the area under the graph of a
function, this first done for a step function, where this area is that of a finite list of rectangles.

Rectangles of arbitrary dimension d were already introduced in Example 2.22 on p.52.

Definition 3.2 (d dimensional rectangles). For a,b € R, a < b here denotes either a < bora <b.

Let a1 <b1, a2 <bg, ..., ag < by, be d pairs of numbers (d € N). We call the set

{f:(xl,...,xd)ERd: a1<a:1<bl,a2<x2<b2,...,ad<xd<bd}

a d-dimensional rectangle (simply rectangles, if there is no confusion about d).

Special cases are
@ Jai,bi[ x---xJag,bg] (aj < x; < bj means a; < x; < b; for all j: open rectangles),
(b) Jai,b1] x -+ %X ]ag,bg] (aj < x; < bj means a; < z; < b; for all j:
half open rectangles, also called half closed rectangles),
(© [a1,bi] x---x [ag,bq] (aj < x; < b;j means a; < x; < b; forall j:
half open rectangles, also called half closed rectangles),
(d) [a1,b1] x---x [ag,bq] (a; < z; < bj means a; < x; < b; for all j: closed rectangles).

Usually, onedimensional rectangles are called intervals and 3 dimensional rectangles are called
quads or boxes. [

Example 3.2. As usual, we “identify” R! with the real numbers line R.
Rectangles in R? were defined in Example2.22 on p.52:

e Rectangles in R' = R are intervals, e.g., A = [a, b], where a < b.

e Rectangles in R? are, e.g., A =]ay, b1]x]az, ba], where a; < by and ay < bs.

e Rectangles in R? are quads, e.g., A = [a1, b1]x]az, ba] x]as, bs], where a; < b;, for j = 1,2, 3.
The last example demonstrates that “<” and “<” need not be employed the same way for different
coordinates j: The rectangular braces face different directions for j = 1,2,3. O

The natural measure of an interval (a onedimensional rectangle) I with end points a < b, is it’s
length, b — a. Thus, if we write ! for this measure, then

M(I) = b—a.
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The natural measure of (2 dimensional) rectangles, such as R = [a1, b1] X [ag, b2] and
R’ =]ay, bi[x]az, by|, is their area, (b; — ay)(by — az). Thus, if we write \? for this measure, then

M(R) = M (R) = (b1 —a1)(b2 — ag).

The natural measure of a 3 dimensional rectangle, e.g., Q =]ai, b1]x |ag, b2] X ]as, b3, is its volume.
Thus, if we write A3 for this measure, then

Q) = (b —a1) (ba — az) (b3 — as) .

those observations lead us to the following

Definition 3.3 (Lebesgue measure ** of d dimensional rectangles). |[%

Let a < b again stand for eithera < bora <b.

Letd € Nand aj,b; € Rsuch thata; <b;,forj=1,2,...,d. Let

be a d-dimensional rectangle. We call
(3.10) M(R) := (by —a1) (by — a3) ... (bg — aq)

the d-dimensional Lebesgue measure of R. We also simply speak of the Lebesgue mea-
sure of R, if there is no confusion about d).

R = {f:(xl,...,xd)ERd: a1<x1%bl,aQ<$2<bg,...,ad<:pd<bd}

We extend \¢ as follows.

(3.11) MRIWRyW---) = X(Ry) + X (Ry) +--- O

If aj < bj for all j and a; = —oo and/or b; = oo for at least one j, then A4(R) = oo.
If a; = b; for at least one j, then A\Y(R) := 0, even if not all a; and b; are finite.

() = 0.

If Ri,Ro,... is a finite or infinite sequence of disjoint rectangles, i.e., R; N R; = ()
for i # j, then we define the Lebesgue measure of the union by ”c-addititivity” as
follows:

Remark 3.3.

(a)
(b)

()

Note that A4(R) = 0 if and only if a; = b; for at least one j.

Be careful when viewing a subset of R? as one of R™, where d < m. If, for example, one
“identifies” I := [0,1] CRwith I’ := {(z,y) € R*: 0 < 2 < 1,y =0} CR? then \(I) =1,
but A2(I') = 0. (I’ has area zero.) Moreover, A?(I) and \*(I’) are nonsense expressions as far
as mathematics goes, since \? only is defined for subsets of R%.

You may not have peviously encountered (3.11), since it involves an infinite sequence of
sets and an infinite series. However, you are, for d = 1,2, 3, familiar with the additivity of

measures,

%¥Named after the French mathematician Henri Léon Lebesgue (1875 - 1941)
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(3.12) M(RIWRyW---WRy) == A(Ry) + N (Ry) + -+ X(Ry).

This formula merely states that the combined length/area/volume of a finite collection of
items equals the sum of the lengths/areas/volumes of the individual items. [J
(d) Of course, it needs proof that one can indeed extend the definition of Lebesgue measure
from a single rectangle to an arbitrary, infinite sequence of rectangles in such a manner, that
o—additivity holds true.

Rectangles and their Lebesgue measure are at the basis of the theory of integration. You may want to
review Introduction 3.1 of this Chapter (Integration — The Riemann Integral) on p.61 while studying
the following material on integration.

Definition 3.4.
A function ¢ : R? — R is called a step function if there is n € N, a list of d—dimensional
rectangles A1, ..., Ay, and a list of real numbers ¢y, ..., ¢,, such that
(3.13) P(@) = D cila,(@).
j=1
We call

n

(3.14) /go(f) dz .= /Rd ©(F) dE = //--/Rdf(f) dz = ch 2(A))

the (d dimensional) Riemann integral of the step function .

Here,
ere ) ) 1 if7e A
T 1y,(7) =

0 else,

is the indicator function 3* of the subset 4; of R%. O

Remark 3.4. Fix k € [1,n]z. Note that the subset [0, ¢x] x Ay of R**!is a d + 1 dimensional rectangle
and thus has d + 1 dimensional Lebesgue measure

)\d+1([0, Ck] X Ak) = CL* )\d(Ak) .

Definition 3.4 of the Riemann integral of a step function is consistent with the depiction of the
Riemann integral given in Introduction 3.1 on p.61, since we can match up (3.14) with the Riemann
sums in all four cases (d = 1,d = 2,d = 3, general d) of the introduction.

(A) The case d = 1:

fa=a)<fp=a1 <P =a <+ < Pp1 =0y < Py = bpartitions of an interval [a, b], into
subintervals Ay = [ag, Bk] for k = 0,...,n, and if one defines ¢, = f(ay) for some oy, < ap < By,
then (3.13) matches (3.2) on p.62, and the right hand side of (3.14) matches (3.1) on p.62.

(B) The cased = 2:

If y = f(Z), where ¥ = (x1, z2) is a function of two variables, A = [«, ] x [v, d] is partitioned into a
grid of subrectangles, A; = [, 8;] x [y;j,0;], where j =1,...,k, and if we set ¢; = f(d;), for some
point @; € A;, then then (3.13) matches (3.5) on p.62, and the right hand side of (3.14) matches (3.4)
on p.62.

#gee Definition 2.32 (indicator function for a set) on p-53.
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(C) The case d = 3:
Assume that y = f(Z), where Z = (1, 22, 23) € R3, and that we integrate over a quad

A = [a, B] x [v,0] x [n, (], which is partitioned into a finite number of subquads, A, A, ..., Ay of
the form

Aj = oy, Bj] %[5, 651 x [nj, Gl -
Further, assume that point @; = (;,v;,2;) in R® is chosen from each A;. Then the right hand side
of (3.14) matches the Riemann sum (3.7) on p.63 and the step functions are identical.

(D) The case of general dimension d:
Finally, one also sees that the Riemann sum (3.9) on p.63 matches the right hand side of (3.14). O

Example 3.3. Here are two examples for d = 1.
(@) Letn € N. Both

glz) = jlajx),  A; = [1—1/27711-1/27].
j=1

h(z) ==Y jlg(z), B :=]1-1/2711-1/2],
j=1

o0

are step functions. The Lebesgue measures of A; and B; occur in the computation of [ g(z) dz
and [ h(z) da:
1 1
1 _ 1 _ I T - _ Lt _ 2
A (A]) = A (B]) - <1 2j> (1 2]1) T 9j 21 i
Thus, o n n n 0
[ s = 35N = YL = SN = [ hwyds
- j=1 j=1 Jj=1 -
(b) Let 9(z) := }_ 1a,(z), with A; as above. Since we have replaced finite sums with an infinite
j=1

series, 1 is not a step function. However, it is known from calculus that the integral of i) can be
computed in the same fashion as that of g and h:

1 1 12

o R . 1 1
/oow(:v) d ;1 A4) 2422 T 2°1-12 T 12 =

Example 3.4. (d = 2 example.) Letn € N. Fori4,j = 1,2,...,n, let ¢; ; be real numbers and

. ~ i—1 i i—1 j
9(F) = glar,m2) == Y Y cijla, (v1,22), A = [ ,} X [], ]] :

; : n n n n
=1 j=1

Then g is a step function in R?. The Lebesgue measures of the 4; occur in the computation of the
integral of g:
i i1 i -1 1
N(4) = (- - = - = —
(45) <n n ) (n n > n?
Thus,
n n

//g(f) di = /Z /Zg($17$2) dridey = > Y g N(Aiy) = Y (sz -
R2

i=1 j=1 i=1 j=1
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Example 3.5. (d = 3 example.) Let ny,n2,n3 € N. Fori =1,...,n1,j=1,...,n2,k =1,...,n3,let
¢;,j,, be real numbers and
niy n2 n3

9(@) = gar,anay) = 3 5> cigrlag@nanas),  Agp =la b0 0l 6 ]x 0, b
i=1 j=1 k=1

Thus, if we denote the 3 dimensional volume measure by A3, then A; ;1 is a quad with volume

N(dige) = 0 —a") 0 ~a) 0 — ).

2 K3

g is a step function and its integral is

ny na2 N3

///R:ag(f) di = N N cijr- A (Aig). O

i=1 j=1 k=1

3.2.2 The Riemann Integral as the Limit of Riemann Sums

3.2.2.1 The Riemann Integral in Dimension1 || %

Given are a, b € R such that a < b and a list of real numbers

(315) II = (y(]v Y1, -+ -y Yn; UT, u;a"'au:)v
such that
a =19y <y, < - <y, =0b, and yji-1 < u; < y;, foreachj=1,2,... n.

The lengths y; — y;_1 are not assumed to be of equal size. We call
(3.16) ||| :== max{yj41 —y; : j=0,...,n—1}

the mesh of II. Note that |/II|| only depends on the endpoints of the subintervals |y;_1,y;] but not
on the “sample points” 3° u;. Also note that the “subintervals” Jy;_1,y;], j = 1,...,n are a partition
of the interval ]a, b] in the sense of Definition 2.10 on p.25.

You are familiar with the above and the next definition from your single variable calculus class.

Definition 3.5.
Let IT be defined as in (3.15), and let f : [a,b] — R be a function on [a, b]. We call

RS(FID) o= Y fluy) (Y — 1)
j=1
the Riemann sum of f with respect to II, and we call

b
[ f@ide = tm st

(1T =0

the Riemann integral of f on [a, b], provided that this limit exists.

#It is generally accepted terminology to refer to u; as a sample point. We use quotes around this term in this chapter
on integration, because it is reserved in a course on probability for the elements of a probability space, also referred to as
a sample space. See Remark 1.2 on p.12
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It is very instructive to work through the following example of a function for which ff f(x)dx does
NOT exist.

Example 3.6. Let A := QN [0, 1] be the set of all rational numbers in the unit interval, and

1, ifye A,
fy) = 1a(y)
0, else.
Then [ f(z)dx does not exist for the following reasons. Let y1, . . ., y, be an arbitrary list of numbers

0
suchthat0 =y < y1 <y2--- < yn—1 < yn = 1. Since any interval with bounds a < /3 contains both
rational and irrational numbers, there are rational ¢; and irrational i; such that y;_1 < ¢; < y; and
yj—1 < i; < y;. Consider IT*,II,, and their corresponding Riemann sums, defined as follows.

II* ::(yo,...,yn; Q17'~7Qn)7 ]'A’H* Z]'A q] yj_1)7

1L, ::(yo,...,yn;il,...,in), RS(14; 11 ZIA i) (yj — yj-1) -

Since gj € Aand i; ¢ Aforall j,14(¢;) =1and 14(i;) = 0 for all j. From this we obtain
(3.17) RS(14;1I1T7) = 1 and RS(14;11,) = 0.

Since all this is true for any n € N and sets of real numbers 0 = yg < --- < y, = 1, one can build
partitions IT* and Pi, such that ||II*| and ||II.|| both are arbitrarily close to zero.

For example, if y; = j/nfor j = 0,1,...,n, then |II*|| = ||IL;|| = 1/n. One sees from (3.17) that

b
/lA(ac)dx = lim RS(14;1I) doesnotexist. O
a |ITT]|—0

Remark 3.5. Let II be defined as in (3.15) on p.68, and let f : [a,b] — R. Consider
= Z f(uj)]‘[yjflayj] :
j=1
Then ¢ is a step function in the sense of Definition 3.4 (for dimension d = 1), with integral

/R on(e) = S Fui) (w5 —vi1)-
j=1

See (3.14) on p.66. Observe that the equations

b
Zf (uj)(y; —yj—1) = /Rgon(x) and / f(z)dz = hm RS(f;10)

(I —

imply that

(3.18) / flayds = / pulz). O
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3.2.2.2 The Riemann Integral in Dimension 2 || %

The notation becomes more complex if we integrate a function of two variables over a rectangle.

We write i = (y(l) , y(Q)) for a vector i/ € R?, so its coordinates are written as superscripts.
Let @,b € R? such that o < 5™ and a® < b®. Let

(319) II := (?70, gla SRR ?jna ﬁ(la 1)7 6(172)7 6(27 1)7 6(272)7 ﬁ(?’? 1)7 ] ﬂ:(n - 17”)7 ﬁ(”?”) )

be a list of vectors §(j), i(j1, j2) € R? with the following properties.

e The vectors 4, . . ., ¥y, satisfy

(3 20) < e < y7(11) — b(l)

n

e Then + 1 vectors y; generate, for each selection of indices ji,jo suchthat 1 <j; <n and
1 < j2 <n, theedges of a rectangle

301 R(jlan) = ] ;11)_17?/‘51)} X ]yj(z)_lvy§§)]v
(3.21) _ LM CNC)
witharea A(j1,j2) = (yjl - yj171> : (%‘2 - ngfl) .
The side lengths y](.i) - ](Z_)l are not assumed to be of equal size for any 7 and j.

e Eachvector (j1,72), 1 <71 <n, 1< js <n, satisfies
(3.22) u(j1,72) € R(j1,J2) -
In other words, if @(j1,j2) = (u(j1,42)1, u(j1,42)? ), then its coordinates satisfy
yg(i)—l < u(j1,j2)V < y](-ll),

y2 1 <uling)® < .

(3.23)

We measure the fineness of II by the following two dimensional analogue of (3.16) on p.68.

(324) HHH = max {y‘gll) - ](i)_l 7yj(‘2) - ‘53)_1 : j17j2 = ]-7 v 7”}
Note the following.

e ||II|| only depends on the side lengths of the subrectangles R(ji, j2) of (3.21), but not on the
“sample points” u(j1, j2).

e Those rectangles R(j1, j2) are a partition of the rectangle ]a®),b(!) ]x Ja(® b(?)] in the sense
of Definition 2.10 on p.25.

e ||II|| — O requires that both their horizontal and vertical lengths must approach 0.

You know the above and the next definition from multivariable calculus.

Definition 3.6. Let IT be defined as in (3.19), and let R denote the rectangle [a®),b(1)] x [a(®),b(2)].
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Let f: R—R; §¥— f(), be areal-valued function on R. We call

(3.25) = ZZf (o d2) 5 = i) - W2 — o2 )

J1=1j2=1

the Riemann sum of f with respect to II, and we call

.26 [tz = tim sz

the Riemann integral of f on R, provided that this limit exists. [J

Remark 3.6. Note that

n(y) = ZZf G 32)) Ly oy @ @0 ()

=1j2=1 Vi1 1214

is, for d = 2, a step function in the sense of Definition 3.4, with integral

L en@a = 2 37 st ) 68 - 0 ~ 52,

J1=1j2=1

and that the equations (3.25) and (3.26) imply that
3.27 / / / y)dy. O
(3.27) [ HHH% er(y) dy

Example 3.7. Here is an example of a two dimensional partition of a rectangle into n? = 9 subrect-
angles (i.e., n = 3).
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We write the vectors as column vector and square braces b=1is = [
rather than parentheses as delimiters. Let ;
o oo 12 o _[386] - _ 1407 7 _ ~ _ [68 :
@ =% = {74.6} Y= [71.3] 2 = [o5] b =0 = [45] R(1,3) :
These four vectors partition the rectangle ]1.2,6.8]x | — |
4.6,4.2] into a 3 x 3 grid of subrectangles :
R(1,1) =]1.2,3.6]x] —4.6,—1.3], R(1,2)=]1.2,3.6]x ] — 1.3,0.5], w(L,3) i
R(1,3) =]1.2,3.6]x]0.5,4.2], |-
R(2,1) =]3.6,4.0]x ] —4.6,—1.3], R(2,2)=]3.6,4.0]x ] —1.3,0.5], a(3,2)
R(2,3) =13.6,4.0]x]0.5,4.2], ! ¢
R(3,1) =1]4.0,6.8]x] —4.6,—1.3], R(3,2) =]4.0,6.8]x]—1.3,05, | Pue R(3,2)
R(3,3) =]4.0,6.8]x]0.5,4.2] . L
Possible choices for the vectors @(j1, j2) are, e.g.,
. r211] . 201 . 28]
u(]-a]-) - __3.4_ ’ u(]-a?) - __1.1_ ’ U(1,3) - _0.8_ ) E E
i) = |50 Ay = |20 aes) = [ —
—2.2 —-0.5 2.8 G =i = { 1.2 }
S oo o TY= a6
5.2 5.4 4.1
i3,1) = | ol @e2 = |2l aes =[] O
- - - 3.1 (Figure). 2-dim Riemann sum.
3.2.2.3 The Riemann Integral in d Dimensions || % We do not discuss separately the Rie-

mann integral in d = 3 dimension and directly discuss the case of general d. We write

7= (yW,y?,. .. yD),

so the d coordinates of the vector are written as superscripts.
Let @, b € R? such that a'd < 8@ fori =1,2,...,d. Let

(328) IT = (:'j()a gla ceey :'jn, (ﬁ(]la s ’jd))(j17-~~,jd)€J )

be a list of vectors #(j) € R? and @(j1, . . ., jq) € R? as follows. 3
o The vectors 4, . . ., ¥y, satisfy

(3.29) ¥ = y(()i) < ygi) << y,(f) =@ | for each coordinate i =1,2,...,d.
e Jis the set of all “composite indices” (ji, ..., jq) that satisfy

& j1, 42, ., Ja € N (hence, (j1,...,jq) € N?)
B1<jr<nforeachk =1,2,...,d. (Thus, II contains d" vectors @(j1,- - -, jd)-)

e Then+ 1vectors %o,...,%s generate, for each selection of indices (ji,j2,...,Jjq) € J, the
edges of a d-dimensional rectangle 3’

% %7 | We have not given the order in which the vectors @(j1, . . ., jq) are listed

%7See Example 2.22 on p.52.
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(3.30) R(j1,j2, -5 Ja) =] ;ill,yﬁl)} X ]y](f),l,yﬁ)] X ooe X }y,(-j),l,y](-j)] :
The side lengths y](.i) - J(Z_)l are not assumed to be of equal size for any 7 and j.
e Foreach (ji,72,...,Ja) € J, thevector u(j1,jo,...,74) satisfies
(3.31) (g1, 42, - -+ Ja) € R(J1,J2,-- - Jd) -

In other words, if @(j1,ja, - - -, ja) = (u(jt. j2, - - Ja) Vs ui. o, -, 3a) @, ulin, Jos - Ja) @),
then its d coordinates, u(j1,jo, ..., jd)(k), satisfy

(3.32) y](-k)_l < u(ji, g2, ja)® < y§k) , fork=1,2,...,d.

The fineness of II has the following d-dimensional analogue of (3.16) on p.68. and of (3.24) on p.70.

1 1 2 2 d d o ‘
(333) ”HH = max{yj(.l) - ](‘1)_17 y‘gg)_y](é)_17 ceey ‘gd) - ‘gd)—l : (]17]27“'7jd) GJ} .
Note the following.
e ||II|| only depends on the side lengths yj(f) = ](]:)—1 of the subrectangles R(ji, j2,...,ja) of
(3.30), but not on the “sample points” u(j1, jo, - . - , jd)-
e Those rectangles R(j1,j2,...,Jjq) are a partition, in the sense of Definition 2.10 on p.25, of
the rectangle Ja™,b™M ]x]a® 52 ] x - .- x ]al® (@] on p.25.
e |/II]] — 0 requires that the side lengths y](-k) - yj(f)_l must approach 0, for each coordinate
k=1,2,....d

For dimension d = 3, you should be familiar with the above and the next definition from multivari-
able calculus and it is strongly suggested that you write on paper this definition and the subsequent
Remark 3.7 for d = 3.

Definition 3.7. Let I1 be as in (3.28) and R := [a™, b ] x [a®,b?) x ... x [a(® @],

Let f: R—R; §¥— f(), be areal-valued function on R. We call

(334 &S(F;ID) == > f(@(nd2 - 50) G =y 8 =y ) P -y )
jlv"wjd:l

the Riemann sum of f with respect to II, and we call

3:39) [+t = g asrim

the Riemann integral aka proper Riemann integral of f on R, provided that this limit
exists.

n
In (3.34), > indicates that each summation variable ji, jo, . .., jq takes each value 1,2, ..., n.
J1yeja=1
We have introduced the notion of a proper integral here, because later on we will also define im-

proper Riemann integrals. 3% [

3%See Definition 3.8 (Improper Riemann integral) on p.75.
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Remark 3.7. Note that

@H(g) = Z f(ﬁ(]l,]Qand))l[ (1)

e (@ ()
] jg=1 Yj1 - 1’y(1)] X [y]2 1,y(2)] X X [y]d 1 y]d ](y)
J1s--]d=

is, for general d, a step function in the sense of Definition 3.4, with integral

N 1o - . . . d d
/Rdsﬁn(y)dy: S f@Gga - da) B =y =y ) ),

J1yeda=1

and that the equations (3.34) and (3.35) imply that
(3.36) // / f@)dy = lim en(y)dy. O
(TT]]—0 JRrd

Example 3.8. Here is an example of a Riemann sum for d = 3 dimensions and n = 4. We write the
vectors as column vector and square braces rather than parentheses as delimiters. Let

1.2 3.6 4.0 6.8 8.7
—46|, i = |-13], G = [05], 75 = [42], b=q = |9.2].
3.0 4.2 5.6 7.7

6.0
These five vectors partition the rectangle ]1.2,6.8]x | — 4.6,4.2] into n? = 4% = 64 subrectangles,
R(1,1,1), R(1,1,2), R(1,1,3), R(1,1,4), R(1,2,1), ..., R(4,4,3), R(4,4,4).
Possible choices for the vectors u(j1, j2, j3) are, e.g.,

2.1 2.0 2.8 1.4
@(1,1,1) = | =34, @(1,1,2) = |-11|, @(1,1,3) = |-2.1|, @(1,1,4) = |-2.2],

a = Yo =

| 3.8 | 5.0 5.7 6.9
(1.4 7.5 7.0

@(1,2,1) = |—=05], «-oeeen . @(4,4,3) = [8.2], @(4,4,4) = [63|. O
| 3.9 5.7 6.3

3.3 Improper Integrals and Integrals Over Subsets

We defined separately, for dimensions d = 1, d = 2 and for general d, the Riemann integral [ f(Z)dZ
R
of a function f on a d dimensional rectangle R C R%. See Definitions 3.5 on p.68, 3.6 on p.70 and 3.7

on p.73. We did so for didactic reasons since, strictly speaking, Definition 3.7 also includes the cases
d = 1 (functions of a real variable x) and d = 2. We will state the definition of Riemann integrability
only once, for general d.

But first, a quick reminder concerning improper integrals. That definition we only give for the
onedimensional case.

And now, the definition of Riemann integrability.

39 For multiple dimensions, d > 1, the definition of the improper Riemann integral (over all of Rd) is that

(3.37) // g f(@)dz = lim //---/[_a’a]d £(Z) dz

provided that this limit exists.
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Definition 3.8 (Improper Riemann integral).

Let f:[a,00— R, g:]—00,b] =R, h:]—o00,00[—R.
Their improper Riemann integrals are defined as follows:

/aoof(x)dx ~ lim /abf(:n)dx,
b

b—o0

b
(3.38) /_ f(x)dz = lim f(x)dx.

a——00 a

o0 b
/ f(x)dz = lim lim/ f(z)dz. O

a——00 b—o0

And now, the definition of Riemann integrability.

Definition 3.9 (Riemann integrability).

(@ Let A C R?be a d dimensional rectangle and ¢ : A — R, a real-valued function on
A.
We say that ¢ is Riemann integrable, if its proper Riemann integral, as specified (for
general d) in Definition 3.7 on p.73, exists and is finite.

(b) Let % be one of the functions f, g, h specified in Definition 3.8 (Improper Riemann
integral) above. We say that 1) is Riemann integrable, if its improper integral, as
specified in Definition 3.8 above, exists and is finite.

(c) If pisasaboveand q, its proper Riemann integral exists, then we call « the (proper)
Riemann integral, even if o = +00 (and thus, ¢ is not Riemann integrable).

(c) If ¢ is as above and g, its improper integral exists, then we call 3 the improper
Riemann integral of ¢, even if § = +oo (and thus, ¢ is not Riemann integrable). [

Remark 3.8. |[ % The distinction between a function having a Riemann integral and being Rie-
mann integrable matches how one handles sequences x,, of real numbers and infinite series ) _ a,.

e Recall that, e.g., the sequence x,, = —n does not converge to —oc. Rather, it diverges,
even though we say that it has the limit lim z, = —oo.
n—oQ

x 1
e For another example, consider the series > n~1. We say that its limitis Y — = oo
n=1"1

and that it diverges. We do not say that it converges to co. O

Integration of functions over a subset utilizes indicator functions. See Definition 2.32 on p.53.

Definition 3.10.

75 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

(A): Let R C R? be a d dimensional rectangle, d € N,and ) # A C R. Let f : A — Rbea

function on A such that the function
r) ifre A
(3.39) L f R—RZ o 14@)f@ =i @ HTeA,
0, else,

possesses a Riemann integral. Then we call

(3.40) //---/f(a?)df = //~-~/1A(a3’)f(f)da3’
A R

the Riemann integral of f on (also, over,) the subset A.

We are not yet completely done with the case d = 1, since we also must consider improper integrals
of functions of a single variable. We do that now.

(B): Let I C R be an interval of infinite length, i.e., I is one of [a, 0], ] — 00, b], ] — 00, 0],
for suitable a,b € R. Let() # A C I and f : A — R a function on A such that the function
ifr € A
(3.41) Lo fil—Rao L) f@) = /@ Hzed
0, else,

possesses an improper Riemann integral. Then we call

(3.42) /Af(x) dr = /IIA(x) f(z)dx

the Riemann integral of f on (also, over,) the subset A. [

Remark 3.9. We often use the following simplified notation for multivariable integrals:

e We also write /Af(f)df for ///Af(:?)da?’ O

Remark 3.10. |[ %

Here is a fine point which may have escaped your attention. Per se, both (3.39) and (3.41) depend
on the containing rectangle, R. However, one can show that the number [, 14(%)f(Z)dZ does not
depend on R 2 A, and that the number [;14(z)f(x)dz does not dependon I 2 A. [

Remark 3.11. Consider the formula (3.42) for the special case, that f(Z) = 1, for all Z. You will find
in [12] Stewart, J: Multivariable Calculus. the following formulas that relate 2 dimensional integrals
of the constant function 1 to areas and 3 dimensional integrals of the constant function 1 to olume:

(3.43) / / dr¥ = area of A, and / / / d¥ = volume of As
AQ A3

Those integrals exist for very general sets A; and Az. For example, A; can be a a type 1 or type 2
region, as shown in the pictures below. % For more detail, see your multivariable calculus book.

*Source: University of Texas. The type 2 region picture does not extend far enough to the left. Otherwise one could
see that the region extends vertically fromy = cto y = d.
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The areas of such type 1 and type 2 regions are computed according to the formulas

. b h(z) d h(y)
area of Type 1 region = / / dy dx area of Type 2 region = / / dx dy
z=a Jy=g(z) y=c Jx=g(y)

y
¥

fll I:‘
3.2 (Figure). Type 1 region in R”. 3.3 (Figure). Type 2 regioninR®. [

The next theorem is one of the many reasons why integration is such an important tool in probability
theory and statistics.

Theorem 3.5.

Let f : RY — R be a real-valued, nonnegative, and Riemann—integrable function on RY. Let
R = {A CR?:1, is Riemann integrable } .

If/ f(Z)dZ = 1, then the set function P(A) := / f(Z) d¥ satisfies Definition 1.2 on p.13
Rd A
of a Probability measure on &, in the following sense:

e P())=0 o PRH)=1 e 0<P(A)<1, forall AcX.

o o—additivity: If A,, € X are disjoint and A := H—J A, €Z, then P(A) = Z P(Ay).
neN neN

PROQF: Will not be given here. We just mention that you will see the assertion of this theorem
restated in Corollary 4.2 on p.98 for Lebesgue integrals instead of Riemann integrals. W

Remark 3.12. A lot more will be said in later chapters about the following:

e Itis not always possible to define a probability for all subsets of the probability space.
e This issue will mostly be of no concern to us. [

3.4 Series and Integrals as Tools to Compute Probabilities

3.4.1 Series and Sums

We repeat in the next remark the most important results of Section 3.1 (Absolute Convergence of
Series).
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Remark 3.13. In the next theorem we consider countable probability spaces (2, P). Thus,

o either Q2 is finite and can be written Q = {w;,w2,...,wy} for some suitable k € N,
e or (2 is countably infinite and can be written 2 = {w; : j € N} for some suitable k& € N.

For what follows, recall Theorem 3.3 on p.60 and the subsequent Notation 3.1 (Notation for series
that do not depend on the order of summation):

Let ai,as,--- € Rsuch that a; > 0 for all j. Then

o0 o0
o ANY rearrangement Z an; of the a; possesses the same value as Z a;.

j=1 j=1
o [e.e]
e We are allowed to write g a; instead of E a;.
jEN j=1

We apply this as follows. Assume that 2 is countable and f is a nonnegative function on €. If

(e8]
our aim is to compute ) f(w;), then it does not matter in what order 2 has been arranged as a

7j=1
o0
sequence wi,ws, .... The value of ) f(w;) is the same for any such sequencing of 2 and we can
=1
L
write Z f(w) rather than Z f(w;) for that common value.
we j=1

Since all subsets of 2 are countable, all of the above remains true for A C 2 in place of Q.

Since finitely many terms can be summed in any order, all of the above also applies to finite (2.

Thus, for finite A = {ay,...,a,} C Q or countably infinite A’ = {a},d), ...} C £, we can write
(3.44) D fw) = flay), > fw) =) fldh).
weA Jj=1 weA’ j=1

Independence of the order in which a finite or infinite sequence of nonnegative is used in the for-
mulation of the next theorem, a simplified version (no “o—algebra”) of Corollary 5.1(b) on p.111.
O

Theorem 3.6.

Let 2 be an arbitrary, nonempty, countable set. Let p : @ — R be a function on S which satisfies
(3.45) o p(w) >0 forall we . Zp(w) = 1.

we
Then, w +— p(w) defines a probability measure P on  as follows.

(3.46) P@) = 0;  P(A) =) p)

wEA

PROOEF: P(0)) = 0is true by (3.46), and P(Q2) = 1 follows from the second assumption of (3.45).
o—additivity can be shown by employing Theorem 3.4 on p.61. W

Remark 3.14. It follows from (3.46) that P({w}) = p(w). Thus, for general ) # A C €,
(3.47) P(A) = > P({w}). O

wEA
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All probability spaces that were discussed in Section 1.2 (A First Look at Probability) were finite.
For example, the outcomes of rolling three dice were modeled as the set 2 = [1,2,... ,6]3, a set of
size 62 = 216, with equiprobable outcomes: P(w) = 1/216. here are some examples of countably
infinite probability spaces.

Example 3.9. Let

._.
W~

Thus, p(1) =34, p2)=%-3=23,pB) =5 -5=15-.

ol—=

Certainly, p(j) > 0 for all j € N. If we can show that ) p(j) = 1, then (3.46) defines a probability
j=1
measure on N. For convenience, let a := 2/3, b := 1/3. Then p(j) = ba’~!. Since a +b =1 and

X 1
Yodl = 1 ‘we obtain
i=0

ip(j) = bio:aj_1 = bia” =b 1 = b =1
= = = 1—a b

We have shown that P(A) = 2;4 (%)] ! (1) defines a probability measure on N. We will learn in
j€

Section 9.3 (Geometric + Negative Binomial + Hypergeometric Distributions) that P is a geometric

distribution with parameter % This distribution is used, for example, to model the probabilities

pertaining to the number of times one must roll a die until a 5 or a 6 shows up for the first time. [
[e.°]

Example 3.10. Let a;,a2,... a sequence of nonnegative numbers such that ¢ := a; < oo.
j=1

Let €2 be some countably infinite set which has been arranged into the (specific) sequence 2 =

{wy,wa,...}.

Let f:€Q — [0,00] bedefinedby f(w;):=a;. Unless ) a; =1, the conditions of Theorem 3.6
i=0
are not met and f does not define a probability measure on 2. However, p(w;) := f(w;)/c satisfies

1 1
> plw;) = E‘Zf(wj) = E‘Zaj =1
jEN jEN jJEN
Thus, P(A) = ) p(w) defines a probability measure on §2. [
weA

Example 3.11. Letc € Rand

1

p : [0,00[z— [0, 00[; J =) =g

is there a value of ¢ that makes A~ P(A):= >, ,p(j) a probability measure on [0, co[z?

Since j is a nonnegative integer, p(j) > 0 for ¢ > 0. Thus we are done if we can find ¢ > 0 such that
= ¢
j=0
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We find c as follows. ¢ must satisfy (3.48). Thus

- ZL _ 2(1/4) _ 4
c i ,
7=0 7=0

4!

It follows thatif ¢ = e~/4, then P(A) = e~ 1/%. % ﬁ defines a probability measure on the nonneg-
jE

ative integers. It will be defined in Section 9.4 (The Poisson Distribution) as a Poisson distribution

with parameter 1. This distribution is used, for example, to model the probabilities pertaining to

the number of occurences of a rather rare item within a unit. An example would be the number of

car accidents in a town (the rare occurrences) during a day (the unit). [J

Example 3.12. A sample of the eye colors of 75 persons is taken. The frequencies are as follows.

brown 25
blue 15
black 20
green 5
other 10
Thus, the corresponding relative frequencies are obtained by dividing by the sample size.
brown 1/3
blue 1/5
black 4/15
green 1/15
other 2/15

Let © := { brown, blue, black, green, other }. Then p(brown) :=1/3, p(blue) :=1/5, ...,
p(other) := 2/15 satisfies (3.45); thus (3.46) defines a probability measure P on €.
Observe that this probablity measure is not about the true distribution of eye colors in the popula-

tion from which the sample was taken. It only tells us about the apportionment of eye colors in the
particular sample of 75 persons that we have taken.

For example, P{ blue or green } = 1/5 + 1/15 = 4//15 is the probability that a random
pick from the sample has blue or green eyes. The corresponding probability for a random pick
from the population could be different.

Evidently the procedure just described can be applied to any finite collection of frequencies. Note
however, that statisticians will not refer to the relative frequencies of sample data as probabilities.
41 They reserve that term for probability measures that defined for the model of reality they study.
They compare the relative frequencies of the sample to the corresponding probabilities of that model
and make a decision whether that model is or is not appropriate. [

We now switch focus from series to integrals as a tool to define probability measures.

“'The major exception is if those sample data are used to define empirical probabilities. See Example 1.1 (Empirical
probability) on p.6.

80 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

3.4.2 Integrals

Introduction 3.2. According to Theorem 3.5 on p.77, nonnegative, Riemann integrable functions

f(Z) on R? that satisfy / f(Z)dZ = 1, define probability measures by means of
R4

(3.49) P(A) = | f(¥)dZ.
A
Here, we assume that A is Riemann integrable (i.e., its indicator function 14(%) is Riemann inte-

grable). We study some examples in this section. [J

e Throughout this section, “P is a probability measure on RY” does not imply that

A+ P(A) is defined for all A C R?. Rather, it suffices that P(A) is defined for
Riemann integrable A.

Example 3.13. Show that
ft) == T eep(z)e ™.

makes the assignment P(A) = [, f(t)dt a probability measure.

Solution: We compute the Riemann integral

o o0 -1 00 -7 7
Hdt = 7 at = 7—e " = —(0-1) = - = 1.
/_oof() /0 ¢ 7 ¢ }0 7 (0-1) =7

This shows that f(z) = 3-1(0,00[(z) e~>* defines a probability measure via (3.2). O

Example 3.14. Letc € R and

h(y) = ¢ Ljoq(y)sin(y).
(a) What value of ¢ makes the assignment P(A) = [, h(y)dy a probability measure?
(b) Compute P(] — 107, w/2[).

Solution for (a): ¢ must be chosen such that |, h(y)dy = 1. We compute the Riemann integral
/ hy)dy = C/o sin(y)dy = (—c¢) cos(y)] = (—¢)(-1+1) = 2c.

This expression equals 1 for ¢ = . Thus, f(y) = 1/0, 00[(y) sin(y)/2 defines a probability measure
via (3.2).

Solution for (b):

P( = 107, 7]) = / " ) dy — % /O " ) dy — (_1> cos(y)r/2 _ 1 g

—107
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Example 3.15. Show that
9(z) = L eoi(z) -z

makes the assignment P(A) = [, g(x)dx a probability measure.

Solution: We compute the Riemann integral

Since lim ze™ %

T—00

= 0, integration by parts yields

/Oooxexdx = m(—eﬂ?)—(—l)/oooexdx = O—&—/Oooexdx = 1.

This shows that g(z) := 1jg o[(z) - ve™* defines a probability measure via (3.2). U

Example 3.16. Leta € R. Let B := [0, 00[x [0, 7] x [0,00] and

F@) = fye.y) = a-1p(7) - (7/2) - €™ sin(yz) - yse ™ .
What value of a makes the assignment P(A) = [, f(#)dij a probability measure?

Solution: This example is easy if you have worked through the previous three examples Let

9(¥) == f(¥)/a. (Note that we may assume a # 0. Otherwise f(¢) = 0, and thus, [5; f(7) =0 # 1.)
[owar = [[[ et singu)2e e dy
R3 [0,00[x[0,7] X [0,00[

We apply Fubini’s Theorem (applied iteration) and obtain

/ 9(y) dy = / Tem [/ Sméy?) (/ yze ¥ dy3) dy2] dy .
R3 [0,00[ [0,7] [0,00]

By Example 3.15, this simplifies to

|owdg = [ e [ / Sm;w).ldm] .
R3 [0,00] [0,m]

By Example 3.14, this simplifies to

—

Thus, g itself is the function we are looking for! Since ¢(¥) := f(¥)/a, We must seta := 1. O

This concludes our review of Riemann integration. In the next chapter we will extend the Riemann
integral to a larger set of functions.
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4 Calculus Extensions

You will see the following advice repeated more than once in this document.

e Many results are formulated for general dimension d. If you find dealing with this

level of generality difficult, we suggest that you formulate the assertions for dimen-
sions 1,2, 3 and see to it that you understand those special cases.

Introduction 4.1. We had announced at the end of the previous chapter that we will extend the
Riemann integral to a larger set of functions. Before embarking on this endeavor, let us review
some of the core properties of the Riemann integral that we would like to maintain for most if not
all members of this enlarged set of integrands.

(@) For step functions (&) = Y ¢;1a,(¥), we defined [ o(Z)di = Y ¢; A(4;). See
j=1 Jj=1

Definition 3.4 on p.66.

(b) We defined [ f(Z) dZ for a general function f as the limit of step function integrals.
(Those step functions were Riemann sums. See Definition 3.7 on p.73.
(c) For subsets A C R?, we defined [, f WJ(@)dZ = [14(Z)f(Z) di by use of the indicator
function 14 See Definition 3.10 on p. 75
Note that the integrals [ f(Z) dZ obtained in (b) are proper Riemann integrals. Improper Riemann
integral are defined by means of additional limits.

The proper Riemann integral satisfies the following:

(d [,0dZ=0, and f > 0= [, f(&) df> 0 (positivity)

(e f<gonA= [, f(@)d7 < [,9(7)d (monotonicity)
® [, (e f(D) + cag(® ))dﬂU = [, (@) d:r+ 2 [, 9(Z)dZ  (linearity)

Assume that R = [ay, 81] X - -+ X [ag, B4] is a d dimensional, closed and bounded rectangle, and that
the function f is defined on R. Under certain conditions, *? the integral [}, f(&) d& can be computed
as an iterated integral, and the order of integration is unimportant: This is Fub1n1 s Theorem. 3

/ff *:/ (/ﬁz( B%f(f)d:vd---)dxg)dxl

( )d.’L‘jd e ) dZCj2> dle (Fubini)

holds true for any rearrangement ji, jo,...,jq of 1,2, ..., d. If we think of the innermost integral as
being evaluated first and the outermost integral as being evaluated last, (g) states that the order of
integration can be switched from dzqdxq_; - - - dxoday to dxj,dx;, | - - - dxj,dxj,.

Be sure to understand this formula for d = 2 and d = 3. If d = 2, then there is only one rearrange-
ment of 1, 2 different from 1, 2, and that is 2, 1. Thus, (g) simplifies to

2 f is bounded and has at most finitely many points of discontinuity
**Named after the Italian mathematician Guido Fubini (1879 — 1943)
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B1 B2 B2 B1
/f(xl,xg) d(.%'l,.%'Q) = / < f(xl,mg)dw2> dacl = / < f(xl,l'z) d.%'1> d.%'Q
R aq (e %] a2 al

If d = 3, then there already are five different ways to rearrange 1,2, 3, giving you six ways to
compute fR f(z1, 22, 23) d(z1, 22, 23) as an iterated integral. (What are they?)

Another important property of the Riemann integral is the following.

(i) If f is Riemann integrable and g(x) = f(z) except for finitely many arguments z,
then [ f(z)dz = [ g(z)dz
Also, in certain situations, one can interchange the order of integration and taking limits. For ex-
ample, the sequence of functions f,, : [0,1] — R, f,(z) = 2", has as limit the function f(z) = 1;(z)
which equals 1 if z = 1 and 0, else. Note that

1
lim fn() = lim ”“’"“Lo_o and/h /dg;:

n—00 n—oo n 4+ 1

In other words, it is true in this particular case, that

0 i [ = [ (1 ) o

n—oo

Unfortunately, this is an area where the Riemann is seriously lacking. It is even possible that
e the sequence f,(x) converges to a function f(z) = h_}m fn(z) on some interval [a, b].
n—oo

o f fn(z)dzx exists for all n.

. Not only is fab f(z)dz = lim f [n(z)dz false, but f f(z)dz does not even exist.

Here is an example. It is known that the set Q of all rational numbers is countable, i.e., it can be
enumerated as a sequence. Thus, the subset A := Q N [0, 1] also is countable and we can write
A = {q; : j € N}, for suitable rational numbers g, g2, . . .. Define

1, iftye{a,q,.. .},
fule) = T ={ (@)

0, else.

17 lfl‘E {Q1,---7Qn}a
0, else,

f(z) = 1a(x) = {

1
Clearly, f(z)= li_>m fn(z). Moreover, f fn(z)dz = [0dz = 0. See (i). However, we have seen in
n—oo 0

1
Example 3.6 on p.69 that [ f(z)dz does not exist.
0

We are now going to create an extension of the Riemann integral. It is called the Lebesgue integral
# and we will see that

e its construction shows some parallels to steps (a) — (c);

e it possesses the very desirable properties (d) — (i);

o it will be much better behaved as far as (j) is concerned. O

4.1 Extension of Lebesgue Measure to the Borel sets of R?

First, we extend Lebesgue measure which is, for dimensions d = 1,2, 3, how we measure length,
area, volume, to larger collections of subsets of R?. So far, A% only is defined for d dimensional
rectangles and, by o—additivity, to countable, disjoint unions of such rectangles. See Definition

#That is again Henri Lebesgue, the mathematician after whom the Lebesgue measure is named.
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3.3 (Lebesgue measure) on p.65. Formulas (3.40) and (3.43) of Remark 3.11 on p.76 make the next
definition seem very natural.

Definition 4.1.

Let A C R, If it exists, we call the Riemann integral of the constant function 1 over 4,

41) (A = /// Az = ///IA(Q?) dZ, (Risarectangle that contains A),
A R

the d dimensional Lebesgue measure of A. [

The next theorem shows that Lebesgue measure can be extended beyond the sets of Definition 4.1
to an even larger collection of sets.

Theorem 4.1.
4.2)

*

There exists a set of subsets of R?, we denote it B¢, and a function
=989 5 RU{o0}; A \(A),

in the abstract sense of Definition 2.17 (Function) on p.33, such that
(A) B satisfies the following:

(4.3) If / / - / dZ exists, then A € B¢, and I(A) = / / . / Az,
A A
(4.4) 0eB! and RYe B,
(4.5) Aes? = Alewml,
(4.6) A€ Bl forallneN = | JA, €B? and () A, € B’
neN neN
(B) )\ satisfies the following:
(4.7) Aest = X\i(A) >0, (positivity)
(4.8) M@ = o,
(4.9) ABeBlamd ACB = )(A) <\(B), (monotony)
(4.10)  (An)nen € Bedisjoint = Ad(@ An) = S M\(4,).  (o-additivity)

neN neN

PROOF: Beyond the scope of this class. W

Definition 4.2 (Borel sets ©° ). | %

We call the elements of B¢ the Borel sets of R?. We also simply say that they are Borel. We
call B € B4 Lebesgue Null, also, A Null, if \X4(B) =0. O

®Named after the French mathematician and politician Emile Borel (full name: Félix Edouard Justin Emile Borel) (1871

- 1956)
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Remark 4.1. When we introduce o-algebras in Section 5.1 (Probability Spaces), B¢ turns out to be
the o—algebra which is generated by the d-dimensional rectangles. See Definition 5.6 on p.114. O

Example 4.1. The following shows how to work with some of the formulas of Theorem 4.1.

(@) (4.4) states that R? € B¢. We could have omitted this part from Theorem 4.1, because it follows
from )* =Réand @ (4.4) 0 € Bland @ (4.5) A€ B? = Al e pd

(b) Alternatively, R? ¢ B¢ follows from (4.6), since A,, := [—n, n}d is a rectangle, thus Borel, and
U[An :neN] =R

(0 Ifd = (ai,...,aq) € RY, then the singleton {a} is Borel, and \%{a@} = 0:

{@} € B, since {@} = [a1, a1] x [ag,az] X - -+ X [a4, aq) is a rectangle and thus, Borel.

If that seems like cheating, one could also have expressed {a} as an intersection

1 1 1 1
(4.11) CT}Z mA”’ where al—,a1+[x~--x}ad—,ad+
n n n n

neN
of “proper” rectangles A,, € B4 thus, by (4.6), {a} € B4 This proof is not as short, but (4.11) gives
a quick way to prove that A¥{a} = 0:
By A(A,) = 1/(2n)% and () C {@} C A, and (4.9), we have 0 = \4(()) < \4¥{a} < 1/(2n)? for all n.
Since 1/(2n)¢ | 0asn — oo, A4{a} =0. O

Theorem 4.2. || %

All countable subsets of R? are Lebesgue Null. In particular, they are Borel sets.

PROOF: Let B C R% be countable. Then
B = {by,by,...} = {1} w {b} W---

for some finite or infinite sequence l;j. We have seen in Example 4.1(c) that the singletons are
Lebesgue Null sets. It follows from (4.6) that {b1} @ {by} W --- is Borel and from (4.10) that it
is Lebesgue Null. W

Corollary 4.1. || %

(a) All finite subsets of R%. In particular, all singleton sets {%} (& € R%), are Borel.
(b) adding and/or removing countably many points to/from a Borel set results in a Borel set.

PROQF of (a): Follows from Theorem 4.2 because finite sets are countable.

PROOF of (b): Let B € B¢ U C R countable. Then U € B¢ by Theorem 4.2, because finite sets are
countable It follows from (4.6) that BUU € B%and BNU € B¢. A

Remark 4.2. || % Only for this remark, let Rect? denote the set of all rectangles of R?, and let

MiemInt? denote the set of all sets A in R? such that 14 is Riemann integrable.
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(@) Note that Rect? C RiemInt? C B C 2R":

e Rectangles in R? are elements of RiemInt?: Apply Definition 3.4 on p.66 with ¢ = 14.

e Elements of RiemInt? are Borel sets: That is the assertion of (4.3) in Theorem 4.1.

o WiC 9R?. Borel sets are subsets of R?, and 9R? is the set of all subsets of R?. 46

(b) (4.3) in Theorem 4.1 expresses that the extension of \¢ from Rect? to B¢ is consistent with
formula (4.1) of Definition 4.1 on p.85, which extends \? from Rect? (only) to RiemInt?.

(c) There are Borel sets with infinite Lebesgue measure. For example, R? € B9 and /\d(Rd) = o0.

(d) All set inclusions in (a) are strict, i.e., we have Rect? - RiemInt? c®BdC R,

o  Rect? - RiemInt? is true, because, e.g., the union of two disjoint rectangles R; and Ry, has
Riemann integral [|-- 'leuRz dz = [[-- -le di+ = [[-- -fR2 dz.

e  For RiemInt? C B¢, consider the set A := QN [0,1]. Since A C Q is countable, A is Borel
by Theorem 4.2 on p.86. On the other hand, we have seen in Example 3.6 on p.69 that

the Riemann sums for 14 do not have a limit | hllm RS(14;1I). Hence, A is not Riemann
II||—0

integrable.

e  The proof that B¢ C R ie, Lebesgue measure cannot be reasonably defined for all subsets
of RY, is very sophisticated and cannot be given here. All sets of interest for this course are
Borel. This justifies the following:

Unless something different is explicitly stated, all sets B C R? we deal that with in
this course may be assumed to be Borel Thus, \%(B) exists (but might be infinite).

Only completely weird and useless subsets of R? are not Borel. [

4.2 The Lebesgue Integral

Definition 4.3 (Simple Function on R?).

Letd,n € N. Let Ay,. .., A, be Borel sets of R%. (Thus, A\%(A;) is defined for all A;.) Further,

let i, ¢, . .., ¢y, be a corresponding set of non—negative real numbers. Let
n

(4.12) fiRT— Ry Fe f(@) = ¢la(d)
j=1

Then we call f a simple function. [

Proposition 4.1. || %

(a) All step functions are simple functions.
(b) Not all simple functions are step functions.
(c) Not all simple functions possess a Riemann integral.

PROOF of (a): This is trivially true, since rectangles in R? are Borel. See Remark 4.2(a).

#Recall Definition 2.9 (power set) on p.24.
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PROQF of (b): The set A := QN|[0, 1] obviously cannot be written as a finite union of onedimensional
rectangles (intervals). Thus, z — 14(x) is not a step function. On the other hand, A is Borel as a
countable set. See Theorem 4.2. We setn = 1,¢; = 1, A1 = A and see that

1
1a(z) = 1-1a(x) = Y c¢;-1a,(2),
j=1

is a simple function.

PROOF of (¢): Again, let A := QN [0, 1]. We just have established that f := 14 is a simple function.
We also have seen in Example 3.6 on p.69 that the Riemann integral

b
[ f@de = lim xs(ri1)
a (11| —0
does not exist for this function. W
The next definition is very important and you must remember it.

Definition 4.4.

Let f(Z) = ) cjl4,(%) be a simple function such that ¢; > 0 for all j. Then we call
j=1

n

(4.13) / fdX? = / f(@)dN\(Z) = / F@N(AT) =) e xN(4;).

=1

the Lebesgue integral of the simple function f. O

Remark 4.3 (Construction of the Lebesgue integral). Compare the following to the construction of
the Riemann integral.

(@) All step functions are simple functions. (See Proposition 4.1(a) on p.87.)
(b) Lebesgue integral and Riemann integral are identical for step functions. (Compare

(3.14) on p.66 with (4.13) above. That bodes well for making them both identical for
at least all those functions which possess a proper Riemann integral. [

Remark 4.4. |[% | We just mentioned that Definition 4.4 mirrors Definition 3.4 on p.66 of the
Riemann integral of a step function. But note the following differences.

(@) The rectangles that appear in a step function have finite Lebesgue measure, whereas the
Borel sets of a simple function are allowed to have infinite Lebesgue measure.
That is precisely the reason for requiring in Definition 4.4 that ¢; > 0 for all j: This condition

ensures that there is no occurrence of co — oo on the right side of / faxt = Z cAU(A).
j=1
(b) Since the Borel sets of a simple function need not be disjoint, there can be different choices

of n,cj, A; that yield the same simple function f(Z) = 21 ¢jl4,(Z). It can be shown that
]:

n

they all result in the same number 3" ¢;A%(4;). Thus, the expression for [ fd\? given in
j=1
(4.13) is well defined. O
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Remark 4.5. | %" | We obtained the Riemann integral for general functions from that of step func-

tions as limits
//.../Rf(g)dg = lim RS(f;10),

([11]—=0
where the Riemann sums (3.35) (see p.73) are the Riemann integrals of step functions (defined on
d-dimensional rectangles, ). Those limits were obtained by dividing the domain into finer and
finer partitions.

We create the Lebesgue integral for more general functions f > 0, by subdividing the codomain
rather than the domain into finer and finer partitions. We then approximate f by a sequence f, T f
(i-e., fno(Z) 1 f(Z) for all Z), of simple functions f,, with Lebesgue integral [ fnd)\9, given by (4.13).
This procedure for creating the functions f,, is surprisingly simple: Fix n € N, and define, for k € N,
k-1 k

on 7 oom

Note that [0,00[= {0} & (W[ Ixn : k € Z]) partitions the codomain into small intervals. Let

App = {fGRd:k_l < (@ < k} (k=1,...,4"),

I, =

2n = on
Note that ¥ € Ay, & (k—1)/2" < f(Z) < k/2". Next, we define
4TL
" k-1 "
(4.14) fu(Z) = o 1a,, (7).
k=1
f(z)
e G0
2”.
B
2"
k=1 |
7 ‘

The picture above demonstrates how the simple functions f, 1 f are constructed. Observe that

k—1
on

k-1
fn(Z) = onAk,n:{:EeRd: o <f(j;’)§2n}.

(Here, Ak,n = ]fl, fg] U ]_‘4,.7_,’;5] U ]fﬁ,fﬂ U ]fg,fg].) Further, 0 < f(f) — fn(f) < 2%, for ¥ € Ak,n-
Let Ag := {% € R?: f(¥) = 0}. Since f >0, (4.14) implies that f,,(¥) = f(Z) = 0 on Ay, we see that
0 < f(.f) —fn(f) < 27, for € Ay U Al,n U Agm J---u A4n7n.

Since 1 < k < 4™isequivalentto 0 < (k—1)/2" < k/2" < 4"/2" = 2", we obtain
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0 < f@) ~ fuld) < 57, for (@) < 2"

Finally, since f(Z) < oo forall ¥ € R?and 27" — 0 and 2" — oo as n — oo, we conclude that
fa(@) 1 (@), for #eR?.

It is not difficult to show for two simple functions 0 < ¢ < ), that [ @d\? < [1dA%. Accordingly,
the sequence [ fndA? (those are real numbers!) is nondecreasing. Thus,

/ fr dX 4 ILm / frndX? = sup / frndX? 47 (Not guaranteed to be finite.)
n—0c0 neN
One can prove the following.

Let f, fu, fn : Ra — [0, ool as follows. f, and fn are two sequences of simple functions both of
which satisfy f,, 1 f and f,, 1 f. Then we have equal limits,

lim [ fod\? = lim [ f,d\?.

n—o0 n—o0

This makes part (a) of the next definition possible. [

Recall Definition 2.15 (Absolute value, positive and negative part) on p.29 and the subsequent Re-
mark 2.9: Any real-valued function f (with arbitrary domain) can be written as the difference

fla) = fT(z) = £ (@)
of the nonnegative functions
fH(z) = max (f(z),0), f(z) = —min (- f(z), 0).
Definition 4.5 (Lebesgue integral). || %

(a) Eitherlet f:R;— [0,00] beanonnegative function on Ry, such that

e there is a nondecreasing sequence of simple functions, f,, > 0, satistying f,, 1 f;
Orlet f:R;—]—00,0] beanonpositive function on Ry, such that

e there is a nonincreasing sequence of simple functions, f,, < 0, satisfying f, | f.

We define the Lebesgue integral of that nonnegative or nonpositive function f as

(4.15) / fdxd .= lim frn dX2.

(b) Let f:R; — R bea function on R; such that
e both f* and f~ are limits of nondecreasing sequences of simple functions > 0;

e atleastoneof [ fTd\%, [ f~d)\is finite. (According to (a), those integrals exist, but
neither of them was guaranteed to be finite.)

Then we define the Lebesgue integral of the function f as the expression

(4.16) /fd/\d = /(f*—f)d/\d = /f*d)\d — /fd/\d.

¥See Theorem 2.3 on p.50.
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(c) We call a real-valued function f Lebesgue integrable, if [ f d\? exists and is finite. [

Remark 4.6. || *

(@) We remind you that the sets Ay, ..., A, that belong to a simple function, _ c¢;14,
j=1

are not arbitrary subsets of R". Rather, they must be Borel sets.

(b) It is not hard to see that sums and differences of simple functions are simple func-
tions and that the following is true for real-valued functions f, g which are limits of
simple functions f,, — f, g, — gon R? (but not necessarily f,, T f and/or g, 1 g):

e lim f, = fand lim g, =g = lm (f,tg,) = f£g.
n—oo n—oo

n—oo
(¢) In particular, the functions f of Definition 4.5(b) are limits of simple functions, since
we assumed so for fTand f~, and f = f* — f~.
(d) Thus, all functions f for which we have defined their Lebesgue integral are limits of
sequences of simple functions.

(e [frd\x=co (thus, [f~d\ <o) = [ fd)\=o0.
[fd\'=00 (thus, [fTd\! <o) = [fd\=—cc.

(f) Asfar asintegrability is concerned, we follow the same rule for the Lebesgue integral
as for the Riemann integral: It is not sufficient that the integral exists. Moreover, it
also must be finite. See Definition 3.9 (Riemann integrability) on p.75.

(g) The Lebesgue integral satisfies many important formulas. We will list them in The-
orem 4.5 on p.94, after we have defined how to integrate over subsets of RY, O

Considering Remark 4.6(d), limits of simple functions deserve a special name.

Definition 4.6. || %

e We call simple functions, and real-valued functions that are limits of sequences of
simple functions, Borel measurable functions (or simply, Borel functions). [

Remark 4.7. |[x" | Let f; be a sequence of simple functions and f(z) := ILm fn(z). We mention in

passing that this limit f(x) is allowed to take values +oo for some or all z. We will generally gloss
over the issues that this might entail. [

The next theorem asserts that about anything that can be done with a countable collection of Borel
functions results again in a Borel function. Note that we have suppressed the arguments in the

functions listed there. For example, max(fi, f2) is the function Z — max(f1 (%), f2(Z)),and Y f;is
j=1

oo
the function ' — ) f;(Z).
j=1
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Theorem 4.3. | %" | Assume that f1, fa,... are Borel functions, c1,c2,--- € R, B € B,

Each of the following also is a Borel function:

n

o c1 (constant function) e c1fi e fi £ foe fifoelpfi e fi/fo(if f2#0)e 3 c;f;

J=1
e min(f1, fo) ® max(fi, fo) ¢ min f; e max f;einf f;esupf; O
Jj=1,...n g=1 JEN jEN

=1,..., =1,...,

If they exist (see the subsequent remark), the following also are Borel functions:

D
e lim f; e .o min f; ® max f;
500 fi ng 1 FEN 1 jeN 1

PROCF: H
&8
Remark 4.8. |[%7| Theorem 4.3 (i) asserts that lim f;, Y f;, min f;, max f; may not exist and
Jj—roo j=1 JEN JEN
(ii) does not raise an issue with in{l fj and sup f;. Let us take a look at both points.
VS jEN

n

(@ ForzeRandje€N,lethj(z):=(-1)z. Let fo(z) := Y hj(z)=—z+z—2+72....
Thus, lim f;j(x) does not exist for x # 0.
Jj—00

(b) Forz eRandj€N,let fj(x) := (—1)z. Then Y fj(z) = —x +x —x+z.... does not exist
j=1

(0 Iﬁ((;:‘f: 7; g.andj € N, let fj(x) := 1/n. (Each function f; is constant in x.) Then ;161’5 fi(x) =0,
but I]Iél{ll fj(xz) does not exist for any z.

(d) Forz eRandj e N,let fj(z) :==1—1/n. Then ?161'8 fi(xz) =1,but ma fj(xz) doesnot exist
for any z.

Examples (¢) and (d) also illustrate why inf and sup are not a concern: Any sequence of real numbers
(and that’s what we have for fixed ) has an inf (might be —oc) and a sup (might be c0). O

Remark 4.9. We stated in Remark 4.2(d) on p.86 that »Only completely weird and useless sets are
not Borel« and that »All sets B C R? we deal that with in this course may be assumed to be Borel.«
The same can be said about the Borel functions of R?. This justifies the following.

Unless something different is explicitly stated, all real-valued functions defined on sub-
sets of R? that we deal that with in this course may be assumed to be Borel. [

For the next theorem, recall that the product of a Borel set and a Borel function is a Borel function.
48

“see Theorem 4.3 on p.92
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Theorem 4.4. | %" | Lebesgue integrals satisfy the following.

Let B € B¢ and assume that f is a Borel function. Then
(a) If /fd)\d exists, then /Ide)\d exists.
(b) If fis Lebesgue integrable, then 1p f is Lebesgue integrable.

PROOF: H

This last theorem allows us to make the following definition. (NOT optional!)

Definition 4.7.

Let B € B¢ and assume that f is a Borel function on R? for which the Lebesgue integral
[ fd)\? exists. The Lebesgue integral of f on B or over B is defined by the expression

(4.17) /fd)\d- /f VAN (E /f INH(dT) = /led)\d.

We say that Lebesgue integrable on B, if [ f d\? exists and is finite. [

Fact4.1. Let B CRYand f : B — R, such that f and B are of any relevance for this course.

o If the Riemann integral / f(Z) d¥ exists, then the Lebesgue integral / fax? exists.

e Further, / f(@ / fdXe,

o Accordingly, all the techniques one has learned in calculus to evaluate the Riemann integral
can be used to compute the Lebesgue integral. [

Be sure to master the following trivial example.

Problem 4.1. Evaluate the following Lebesgue integrals.

() e\t (2) 4%y N(dy) () 422y d\?
[0,00] [2,5] [1,2]x[2,5]

Solution for (1): We compute the Riemann integral

> ~1 o -1 1
3t 3t
dt = — ] = —0-1) = =.
/Oe 3¢ o 3( ) 3

Solution for (2): Note how the notation [ --- A!(dy) leaves no doubt that the integration variable is
y. We compute the Riemann integral

5
4 5
/ dxydy = da? y} — 242.21 = 4242,
2 2 y=2

Solution for (3): We compute the 2 dimensional Riemann integral

2 5 2 2 2
4 5 42 2
/ / 4Py dy dx = / i-yﬂ dr = / 420%dr = — 23| =14-7 = 98. O
z=1Jy=2 =1 2 y=2 1 3 1
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For the sake of completeness, we will give in Remark 4.11 on p.96 below an example of a function
which has a finite (but improper) Riemann integral which does not possess a Lebesgue integral,
since that one would be of the form oo — oo. This is related to the following proposition.

Proposition 4.2 (Integrability criterion). |[ % | Let f be a Borel function and B a Borel set. Then

f is integrable on B < /]f\d)\d<oo & both/f+d>\d<oo and/f_d)\d<oo.
B B B

PROOF: ®

You are familiar with (a) and (b) of the next theorem from the Riemann integral. (c) and (d) are the
properties that make the Lebesgue integral so much more powerful than the Riemann integral.

Theorem 4.5. Assume that f, g, f1, f2, ... are Borel functions, c,c1,c2,--- € R, and B is a Borel set. Then
Lebesgue integrals on B satisfy the following.

(a) Positivity: / 0dX\* =0, f>0mB = / fdxt > o,
B B
(b) Monotonicity: \{i¢c B: f(&) > g(&)} =0 = / faxt < / gd\%.
B B
In particular, f<gonB = /fd)\d < /gd/\d,
B

B
and also, M{Ze B: f(&)#g(@)} =0 = /fd)\d = /gd/\d.
B B

(c) Linearity I: f, g integrableon B = /(fig) d\? = / fd)\di/ gdX\?
B B B

and also, /(cf) drd = c/ fdxe.
B B

Linearity II: f1 ..., f, integrable = / (Zj}) e — ch/ Jj )%,
B ‘% - B
7j=1 g=1

(d) Monotone Convergence: Assumethat0 < fi < fo<.-- 0>g1>g2>---.
Then / FodA 1 / sup fn d)\d and / gndrd | / (inf gn) dA? as n — oo,
neN B B \neN

() Dominated Convergence: Assume that
o lim f,exists, o|f,| <gforalln N, o/ g d\ < .
n—oo B

Then lim | Xt = / ( lim fn> dA as n — oo,
B

n—oo n—00

PROOF: W

Remark:
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Remark 4.10.

(@) We will refer to Theorem 4.5(d) as the monotone convergence theorem and to The-
orem 4.5(e) as the dominated convergence theorem for Lebesgue integrals.

(b) Clearly, the dominated convergence is about switching integrals and limits of a func-
tion sequence. Note that so is the monotone convergence theorem, since *’

*fnT = supf, = lim f,, eg,| = infg, = lim g,.
neN n—00 neN n—o0
Thus, the monotone convergence formulas of Theorem 4.5 can be written

/fnd)\dT/ hm fn dAd,and/gndAu/ hm gn d>\ , asn — 0.

(0) Note for the dominated convergence theorem, that |f,,| < g implies g > 0. O

Theorem 4.6 (Fubini’s theorem for Lebesgue integrals). |[ % || Assume that fi, fo,... are Borel func-
tions, and By, By are Borel sets. Then, for any rearrangement j1,7j2,...,754 of 1,2,...,d,

/BIXBQX..,XBdfdAd = /B1 </32< fd)\1 )d)\ )dAl
(oo

(4.18)

This formula is technically correct, but let us supply all arguments and write, *° e.g., \*(dx;) for d\':

/B1xB2x~~de F(@) X(dx) = /B (/B ( f( 7) X (dzq) - )Al(d:cg)) A (dzy)

_ /B (/B (/B £(2) Al(dxjd)---> Al(da:j2)> A (dz,) -

In particular, assume that each B is an interval [o;, B;] or [, B;] or [, ﬁj] or [aj, B;], where aj < B;.

(4.19)

If we adjust the notation to that of Riemann integrals and replace [ B, with f M (dZF) with dZ, and \!(dz;)

with dxj, then (4.19) matches Fubini’s formula (4.1)(g) for Riemann mtegmls (see p.83).

Here is another version of Fubini’s theorem. It features “only” two vector— valued components.

“by Theorem 2.3 on p.50
Recall that (4.4) on p.88 and (4.7) on p.93 give us a choice of notation

/fd)\d /f YA\ (Z /f A (dT)
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g: (yl,yg 000 ,de), let (f, 37) = (.1'1, co s Ly s Y1y - ooy de). Then
[ s@axaaEn) = [ ([ s@aatan) e
BlXBQ Bl BQ

= [ ([ r@a)tiam) xtam.

(4.20)

Assume that d,dy,dy € N, that dy +dy = d, that f : R* - Risa nonnegative and/or A%—
integrable Borel function, and that By € BN and By € B%. For & = (x1,29... ,Tq,) and

Even though there only are two integrations A% (dZ) and A% (dif), (4.20) is more general than (4.19), because

the Borel sets By, By, and By x By are no more cartesian products of onedimensional Borel sets.

PROOF: ®

Remark 4.11. || % | Here is a curiosity, an example of a function that a Riemann integral but not a

sinzx

Lebesgue integral. Let f(z) := 1jg o . This function has the following properties.
T

(@) It has the following (improper) Riemann integrals:

/f+ ydx = /f /oo|f(x)\dx:oo

(b) The Lebesgue integral fd\!' does not exist.
[0,00]

sinx

dr =

oS

(c) It has the (improper) Riemann integral /

PROOF of (a): > We will reference the following below:
A (2J+)r<z<2im = sinz<0 = fH(z)=0,
B) 2jr<zx<(2j+1)m = sinx>0 = f~(x)=0,
(O > 1/j = oo (harmonic series).

/OO Frz)de = / sint x de @ 2/2]“ sma? S i/(gﬁl)“ sin z
0 0 7 (27 +D)m
> 1 /(29+1)7r . b 1 ( ) (2j+1)m
= _— sinzxdr = —_ —cosx}
=0 (2] + 1)7T 2jm =0 (2] + 1)7T 29T
o0 o0 (o]
2 1 1 1 ©
=3 G - *22]_12;227:; i -
j=0 j=1 =1

si1

*Source: Showing #2£ is NOT Lebesgue integrable on R>
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Similarly,

/Oof_( d /OO sin_zd (B) i/Qj” sm:v 2/2” smx
x xr = xr =
0 0 x — J(2j—1)x (2j—1)m 2]”

Jj=1
o0 297 o
- Z%/] sinzdr = 22—(—0 x)rﬂ_
=1 AT (2= oA (2j—1)m
=2 1=l (o
= Z— = - - = o0
o 29 T = J

PROOF of (b): Since [ f*d\' = [ f=d\! = 0o, we see from (a) that

/fd/\l = /f*d)\l - /f‘dAl = 00— 00.

Thus, the Lebesgue integral [ fdA! does not exist.
PROOF of (c): Will not be given. > [

Remark 4.12. The monotone convergence and dominated convergence theorems are very powerful
and you are encouraged to consider them when you want to compute the limit of a sequence of
integrals, hm f » [nd\?, or the integral of the limit of a function sequence, [, ( hm fn)d)\d

However, you must always check whether the conditions are met!
Monotone convergence:
ols f,(z) > 0forallnandall z € B?
e Is the sequence (f,(z)), nondecreasing for all z € B?
Dominated convergence:
e Does nh_)ngo fn(z) exist for all z € B?

o [s there z — g(z) such that/ gd\? < oo and | f, ()| < g(x) for all 2 € B?
B

Equivalently: Let h(z) := supy|fn(x)]. Is / hd\? < c0?) O
B

Problem 4.2. Neither monotone convergence nor dominated convergence can be applied for the
following sequences.
(@) Let fo(z) := 1}, (7). Note that f, > 0 and f,, | (rather than f, 1) onR.
Compute lim,, [ f, d\% and [(lim,, f,,) dA%.

(b) LetB:=[0,00] and fp(z) :=1p(x)[e”* + (1/n)e _“7/”] Clearly, f, > 0 on B.
Is it true that f, is nondecreasing? If h(x) = sup f,(z),is [ hd)\¢ < 00?

>2A proof can be found in Socratic Q&A: Integration of sinx/x from 0 to infinity?. It uses techniques from complex
analysis and is beyond the scope of this course.
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Solution for (a):
(1) First, observe that f,,(x) | 0 for all z € R:
This is obvious for x < 0, since then f(z) = 0 for all n.
Fix x > 0 and observe thatn >z = z ¢ [n,00[ = f,(z) = 0. Thus, nh—>nolo fn(x) =0.

So we have lim f,(z) =0onR; thus, /(lim fn> d\' = /Od)\1 = 0.
n—oo n—oo
(2) On the other hand, / fn d\¢ = / dx = oo, for all n. Thus, li_)m / fn d\¢ = 0.

The morale is that monotone convergence may not work for f, > 0if f,, T is replaced with f,, |.

Solution for (b):
(1) Ifitis true that f,, 1, then the conditions for monotone convergence are met.
If it is true that [, hd\? < oo, then the conditions for dominated convergence are met.

! * Neither assertion can be true: We will show that * / ( ILm fn) drd £ ¢ ILm / frdX?.

(2) e*"<lonB = lim (1/n)e*"=00onB = li_}m fo(z) =1ge™™.

n—oo
thus, / (gm fn) A\ = / eTdr = 1.
n o0 0

o0 1 o0
(3) Moreover, n € N = /fnd)\d = / e “dr + / e Mdy =1+ 1 = 2.
0 0

(4) We obtain from (2) and (3) that / ( lim fn> A\ =1 # 2 = lim [ f,d\%

n—oo

It follows that neither of the two assertions made in (1) can be true. [

Theorem 4.7.

Let f : R? — R be a real-valued, Borel-measurable function on RY. If f is nonnegative or Lebesgue
integrable (ie., [ |f |dA? < 00), then the set function

(4.21) U89 — (0,00,  U(A) ::/fd/\d
A

is o—additive.

PROOF: | %

Will not be given here. We just mention that the proof for nonnegative f is based on the monotone
convergence theorem and that for integrable f is based on the dominated convergence theorem. W

Corollary 4.2.
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Let f : RY — R be a real-valued, nonnegative, and Borel-measurable function on R4,
If / fdX? = 1, then the set function

(4.22) P:B%— 10,00, P(A) = / fdx?
A

defines a probability measure on R%.

P()) = /@fd)\d = /Od)\d =0

By assumption, / fd\¢ = 1. Finally, the o—additivity of P follows from Theorem 4.7 W

PROOQF: Clearly,

Definition 4.8 (Support of a real-valued function). *

Let ©2 be some nonempty setand f: Q — [—o0, oo]. We call

(4.23) suppt(f) == {weQ: f(w)#0}
the support of the function f. 0O

Remark 4.13. |0 | Since it is true for any function ¢ : R? — [~00,00] and A C R? that

Jf-fomie = [f-f i

AN{&: p(3)#0}

we see by defining (%) := f(¥)g(F) for two arbitrary functions f,g : R? — R, that

[} sasrie =[] stz

AN suppt(f

This can be helpful since it means that g only needs to be “well” behaved on the support of f. [

Remark 4.14. |[%| At this point we see the following when comparing the Lebesgue integral to

the Riemann integral: 53

n n
e Both first assigned to functions ¢ = > ¢,1p, theintegral 3 ¢;\4(B;):
j=1 j=1
@ For Riemann integrals: step functions ¢ with d dimensional rectangles B;.
@ For Lebesgue integrals: simple functions ¢ (more general) with Borel sets B;.
For both, the integral for general functions was obtained by taking limits.
For both, the integral [, f - -+ over a subset B was obtained by integrating 15 f over R%.

»Concerning the Riemann integral, see Introduction 4.1 on p.83.
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Both satisfy positivity, monotonicity, linearity.

Both satisfy Fubini’s theorem (iterated integrals)

The theorems for monotone and dominated convergence are the reason that the Lebesgue
integral satisfies lim,, [ fnd\? = [5(lim, f,)d\? under extremely general conditions. [
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5 The Probability Model

5.1 Probability Spaces

Introduction 5.1. In Section 1.2 (A First Look at Probability) we had arrived at Definition 1.2 (Prob-
ability measure - Preliminary Definition, version II; see p.13) of a probability measure P: A function
which assigns to events A (subsets of the probability space 2) a probability P(A) that satisfies
e0<P(A)<1 e P(0)=0
e o—additivity: For any finite or infinite sequence of disjoint events (A4,,)

(5.1) P( @ Aj) - iP(Aj).
j=1 i=1

In this chapter we will provide a solid mathematical foundation of the issues that were discussed
in Section 1.2 (A First Look at Probability). [

neN

There is a catch to making c—additivity a condition for probability measures. We had stated this in
a footnote of Remark 1.4 on p.14. The next example elaborates on why o—-additivity might have to
come with a trade—off.

Example 5.1. A point located somewhere at | — oo, 0] starts moving to the right at a constant velocity
and is stopped at random somewhere in the unit interval [0, 1] in the following sense: It is stopped
just as likely in the left half, [0, 1], as in the right half, [3,1]. More generally, for any n € N, it is
stopped equally likely in each one of the intervals [£-1 ] (k = 1,2,... n).
e It should be obvious that the only reasonable probability measure on Q := [0,1] is the
Lebesgue measure \! (considered only on subsets of the unit interval): >

(5.2) P:[0,1] — [0,1]; [a,8] = P([a,B]) == M([,8]) = B—a, where0<a<p<1,

since it is the only one that assigns probabilities proportionate to interval length (including
P([ev, a]) = 0 for intervals of length zero) and also satisfies P(Q) = 1.

Note that P([e, 8]) = A([a,]) implies the following: The probability measure P is
Lebesgue measure (considered only on subsets of the unit interval).

e Unfortunately, it has been proven that no c—additive function that satisfies those properties
exists on the entire power set of [0, 1]. 5

The only way out of this dilemma without sacrificing o—additivity is to relax the condi-
tion that P(A) must exist for ALL A C Q and define P only on a subset of 2. [

Remark 5.1. Example 5.1 above suggests that the definition of a probability measure A — P(A)
should be adjusted as follows: It must be a function

P:§5—[0,1], where § is a suitable subset of 22,

S4see Definition 4.1 on p-85
%Gince P = A, this corresponds to not all subsets of R being Borel sets. See Remark 4.2(d) on p.86.
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such that

(5.3) eP(0))=0 eP(Q2)=1 e P (L{r) Ak> = Y P(A;) fordisjoint Ay, Ay, - € F.
k=1 k=1
Those probabilities only exist If the underlying events belong to §. Accordingly, § should satisfy

(5.4) e )T eNEcFT o H-J Ay €3, for all sequences of disjoint Ay, Ag,--- € §.
k=1

In addition, we would like to be able to assign a probability to the following events:

Ay UAz U--- = the event that at least one of A; or Ay or ... happens,
A1 NAzN--- = the event that each one of 4; and Ay and ... happens,

A = 0 \ A = the event that A does not happen.

To have a probability P(A), a subset A of Q2 must belong to the domain of P. Thus, § should satisfy

(5.5) A, Ag,---€F = AiUAU--- €F,
(5.6) A Ay, €F = ANAN--- €5,
(5.7) Acg = Ab ¢3.

We have found an answer to the question what properties § should have. It should satisfy (5.4),
(5.5), (5.6) (5.7). We can remove some redundancies from this set of conditions as follows.

(A) We can remove (5.6) for the following reason:

Let A1, Ay, --- € §. It follows from (5.5) and (5.7) that (A4; U As U )E € §. It follows from De
Morgan’s laws (Theorem 2.1 on p.40), that A1 N A> N --- € §. We have obtained (5.6).

(B) Disjoint unions are unions. Thus, by (5.5), A1, As,---€§ = W, 4;=U,;4; €F. Also,0 € F
implies with (5.7) that 2 € §. Hence, all we need to keep from (5.4)is () € §.

To sum it up, the domain § of a probability measure P should satisfy 0} € §, (5.5), and (5.7). O

All the above leads to the definition of o—algebras as suitable domains for probability measures.

Definition 5.1 (c-algebra). Let Q2 be a nonempty set and § C 2 °° such that

@ AeF = Aley.
(b) A, € §arbitrary = |J 4, €F.
j=1

) 0eg.

Then we call § a o—algebra for 2. (Also, a o—algebra on 2 or asociated with €2.)

§ is also called a o—field for (2, but that is considered old—fashioned terminology. [

%thus, § is a collection of sets: A € § = A C Q(!)
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Proposition 5.1.

o—algebras § satisfy the following.
(@) Qeg.
(b) LetneNand Ay,..., A, €F. Then Ay UAU---UA, €3. (finite union.)

(¢c) LetneNand Ay, As,---€F. Let A= (| Apand B = [ Ag.
k=1 k=1

Then AeFand Beg. O

PROOE: || %

PROOQOF of (a): True, since Q) = 0t and complements of elements of § belong to § and 0 € §.

PROOF of (b): Since any finite list A1, ..., A, can be written as an infinite sequence
Bi=A,By=Ay, - ,By=A,, Bpy1=Bpyo=-=10

and since B; € § for each j € N, it follows from Def.5.1(b) that |J B; € §. Since
j=1

U4 = J4uouou-uo = |JB,
j=1

j=1 j=1

it follows that |J A; € §. This proves (b).
j=1

PROQF of (c): According to De Morgan’s laws, any countable intersection can be written as the
(countable) union of its complements. Thus we automatically get from (A) and (B) that countable
intersections of a sequence in § belong to §.

Here is a detailed argument. For each j let C; := AE-. Further, let C := |J Cjand D := |J Cj.

j=1 j=1
Since each each Cj is the complement of a member of §, we have C; € §. Thus, D € § by the
definition of §, and we have seen in part (b) of this proposition that C' € §

It follows from De Morgan’s laws that C® = 4 and Dt = B.
Thus, both A, B belong to § as complements of elements of §. We have shown (c). W

Example 5.2. Let Q2 := {a,b,c,d,e, f}. Let A; := {a, b}, A2 :={c,d}, A3 := {e, f}. Then
§ := {all unions involving A;, Az, A3 }

is a o—algebra.
To see that this is true, note the following.

(@) For convenience, let J := {1, 2,3} (the full set of indices j for the sets A;)
(b) Q= A UAUA3 = J[A4;:j€J] €F. Also, by (2.34),0 € 3.
(c) Let A € §. Then there is an index set J4 C J such that A = | [Aj 1j € JA].
Joi=J\Js = AL = Q\ 4 = ['UJAJ] V[ U 4] = U 4¢3
j€

jEJA JEJ*
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Examplesare @ A=0 = Ja=0 = J.=J = |J 4;=Q€3. 8 A={ab,e [}

JE€Jx

= Ja={13L,={2} = U4 = U 4 =4, =4 = 4¢3

jET jef2}

(d LetB, € F,neN. Let B:= |J B,. Since B,, € §, there is an index set J,, C J such that

neN

B,= U 4;.LetJ*:= |J Jo.ThenJ* CJ={1,23}(Mand B= |J [ U 4;] = U 4,.

JjE€JIn neN neN jeJ, JeEJ*
Thus, B is a union of the sets A1, Ay, A3, thus, B € §.
Examples:EIBl =B3=DBs5=...,=Ay; Bo=By=...,= A3 = U B,=AUA3€§.
neN
BBy =A1UAy; Bo=A1; B3y=A1UA3; By=A, = J"' =1 = U B,=Q¢€g3g.
neN
It follows from (d), (d), and (d), that § is a c—algebra. O
Example 5.3. || %
Let A; == {(z,y) €R? : 2 > 0,y > 0}, Ay := {(z,y) €R?: 2> 0,y < 0},
Az = {(z,y) €R?:2 <0,y >0}, Ay :={(x,y) €ER?: 2 < 0,y < 0},
As = {(z,y) €R?: 2 =0o0ry = 0}. Then
§ := {all finite unions involving A;,..., A5 }
is a o—algebra.
Note how similar this example is to Example 5.2.
Here, Ay, ..., As is a partition of R%. There, Ay, ..., A3 is a partition of (.
“all finite unions involving Ay, ..., A5s” means the same as “all unions involving A1, ..., A5”,

so both examples have matching definitions of §.

Here, the full set of indices j for the sets A; is J := {1,...,5}.

(In Example 5.2, J = {1,...,3}.)

We replace the set J = {1, ..., 3} from Example 5.2 with J := {1,...,5}.
With those adjustments, the proof that § is a o—algebra is that of Example 5.2. [

Example 5.4. || %
Forne Z Let A, :=|n—1,n]={r €R:n—1<x <n}. Then

§ := {all countable unions involving A,,, n € Z}

is a o—algebra for R.
Again, note the similarity of this example to Example 5.2.

e Here, (A),)nez is a (countable) partition of R. There, Ay, ..., A3 is a partition of (2.

e “all countable unions involving A,,, n € Z” equals “all unions involving A,,, n € Z”, since
there only are countably many A;. Thus, both examples have matching definitions of 3.
e Here, the full set of indices j for the sets A; is J := Z. (In Example 5.2, J = {1,...,3}.)

e Wereplace theset J = {1,...,3} from Example 5.2 with J := Z.
We illustrate this by computing the complement of A := J [A3,2_1g, : n € N].
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o LetJy:={3n>—18n:neZ}, J.:=Z\Ja.Then A= |J A4jand A®= |J A;.
j€JA JEJx

Thus, AL ¢ . O

Now, the general case.

Proposition 5.2. || %

Assume that (A;) ;e is a countable partition of a nonempty set ). In other words, the sets A; are
mutually disjoint subsets of Q, ¢ [A; : j € J] = Q, and the index set J is countable. Then

(5.8) § = {all unions involving some or all of the A; }

is a o—algebra for ().

PROOQOF:

(@) By definition of §, for each A C § there is anindexset J4 C Jsuchthat A = |J A;.
Jj€JaA
Since J4 C J, Jais countable. Thus, § = {all countable unions involving A;, j € J }

(b) © = |J A, isacountable union of elements of §. Thus, Q2 € .
jeJ

(c) By convention (2.34),) = |J A; Thus, 0 € §.
Jj€eb
(d) Let A € §. Then there is an index set J4 C Jsuchthat A = |J A;. Let J, :=J\ Ja.
Jje€Ja
Since J = Ja W J,, Q= E’J Aj = [ Lﬂ Aj]H’J[ E—J A]] :AH'J[ E—J A]]
= jeJa JET jETs

Thus, AC is a union of elements of 5. Thus, AL ¢ 5.

() ForneN,letB, € 3. Let B:= |J B,. Since B,, € §, thereis J, C Js.t. B, = |J 4.
TLEN jEJn
Let J*:= |J Jp.ThenJ*CJ and B= U B, = U [ U 4] = U 4,
neN neN neN  jed, jeJ*
Thus, B is a union of sets A; € §, thus, B € 3.

It follows from (b) — (e) that § is a c—algebra. W

Part (b) of the next example provides a counterexample!

Example 5.5. || %

Assume that (A4;);e is an uncountable partition of 2 such that A; # () for all j. (Thus, not only the
index set J, but also (2 itself is uncountable.) Then

(@ 3§ := {all unionsinvolving A;, j € J } is a o—-algebra,
(b) & := {all countable unions involvingA;, j € J } is not a o—algebra.

Showing that (a) is not much different from, e.g., Example 5.2 on p.103 or the proof of Proposition

5.2 and left as an exercise.

Now we show (b). By Fact 2.1(c) on p.37, countable unions of countable sets are countable.

Let E € £. By definition of £, there is some countable J; C J such that £ = | A;. Since Jgis
JEJE

countable and J is uncountable, Jg C J. Thus, J, := J \ Jg # (). Since none of the Aj are empty,
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E.:= 1§ A; #0. FromJ = JgW J, weobtainQ = 4 4; = [ ) AJ} S [ ) AJ} = EWE,.
JEJx JjeJ Jj€JE Jj€JE

We have seen that E, # (). Thus, E # (. All this has been obtained for an arbitrary E € £. Thus,

2 ¢ £. We conclude that £ is not a c—algebra. O

Definition 5.2 (Probability measures and probability spaces).

Given are a nonempty set Q with a o—algebra § C 2 and a function

P:§ — [0,1; A~ P(A) as follows.
(5.9) P®) = 0, (.10)  P(Q) = 1,
(5.11) (An)nen € Fdisjoint = P(L+J An) = 3" P(4,) = 3 P(4,). (0-additivity)
neN n=1 neN

We call P a probability measure or simply a probability
The triplet (€2, 3§, P) is called a probability space.

(Only) the elements of § are called events.

We often call disjoint events mutually exclusive events.

An event A is a P Null event, also, Null event, if P(A4) = 0.

We suggest to reserve the term “probability” for the function value P(A) that belongs to a specific
event A4, and always refer to P, i.e., the function A — P(A), as a “probability measure”. [

Notation 5.1 (Sample spaces and sample points).

We also call a probability space a sample space and an outcome a sample point.
We also call 2 by itself (as opposed to the triplet (€2, §, P)) a probability space or
sample space. Sometimes we refer to (2 as the carrier set or carrier of (Q2,F, P).

We like to write 2 for the carrier set, § for the o—algebra and P for the probability
measure of a probability space, but different notation may be used. For example,
there may be a probability space (S,.#, @) and outcomes s or x or  (vector notation).

Remark 5.2. We noted in Section 1.2 (A First Look at Probability), that “sample space” is the statis-
tician’s terminology for a probability space. We will mostly use the term “probability space”, since
we usually think of a sample as a list of items that that has been picked in some random fashion
from an underlying “population”. We will consider probability spaces in this lecture where it would
require a huge stretch of the imagination to consider their elements as such samples. Note though
that there are occasions where the term “sample space” is preferable terminology.

You, my students, may choose whatever notation you prefer.

And more good news: We have introduced o-algebras to properly deal with the issue that was
raised in Example 5.1 on p.101
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It won’t be long and we will on only few occasions deal with o—algebras.
e Thus, we will usually refer to probability spaces (€2, P) and (.5, P).

e In particular, we will also revert to calling any subset of {2 an event. [J

Remark 5.3. How do we interpret P( 5 An) = Y P(4,) = > P(4,) (formula (5.11) for
neN n=1 neN
o—additivity in the definition of a probability measure)? There are two issues.

(@) What is the meaning of | A, as opposedto |H A,?
neN n=1

(b) Whatis the meaning of ) P(A,), asopposed to ) P(A,)? Does it really not matter in which
neN n=1
order we add the terms of an inifinite series?

The answer to (a) is easy. Unions are defined without any reference to an order “first A;, then A,,

then As,...”, since the definition of a € | A, is the existence of at least one index iy such that
neN

a € A;,. No reference to an ordering is made. The only justification for the notation U A, is that it

looks more familiar. By the way, what was said here about disjoint unions also apphes to arbitrary
unions and to intersections.

Now, to (b). The series > P(A,,) is absolutely convergent. °” To see this, let A := | A,.
n=1

Clearly, P(A,) > 0 for all n. Moreover, by (o-)additivity applied to A & A = €,

P(@ An) — P(A) < P(A) + P(AE) = P@Q) =1 < .
n=1

Since ) © P(A,,) is absolutely convergent, it does indeed not matter how the terms A,, are arranged.
See Theorem 3.2 on p.58. O

In Section 1.2 (A First Look at Probability), we used throws of a die to illustrate the concepts of
random actions and their potential outomes. This motivated us to give a preliminary definition of a
probability measure as a function. Now that we have the final definition of a probability measure,
elt us study some more examples.

Example 5.6. We model £ rolls of a fair die (k € N) as follows. Let
= {1,2,3,4,5,6}" = {(a1,a2,...,a1) 1 a; = 1,2,..,6, where j = 1,2,...,k}.

For example, let £ = 5. then w; = (2,6,2,1,4) € Q. On the other hand, wy = (2,6,2,9,4) ¢ (, since
a; =1,2,...,6is not true for j = 4 (because as = 9).

(2 is a finite set, and you will learn later that its size is 6*. Thus, Q = {w1,wa, ... ,wek } where, e.g.,

wr = (1,1,...,1,1), wo=(1,1,...,1,2), ..., wegr_y = (6,6,...,6,5), wg: = (6,6,...,6,6).

*’See Definition 3.1 (Absolute Convergence) on p.58.
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Since the die is fair, each one of those 6* elements of {2 should have the same probability p := P({w})
for all w € €. Since P(2) = 1 and

Q= tl-J[{w}:wEQ] = L—H{w]}

is a union of a sequence of disjoint sets, we obtain from the o—additivity of P(-) the following;:

6k
1
L=P@) =) Plo} =6 = p=4.
j=1
e So then, how does one define a probability measure P : § — [0, 1]?
e And what is that o—-algebra § going to be?

To answer those questions, we define the function P : 22 3 R as follows.

= A A

(5.12) PA) = o1 =

Observe the following.
1M ACQ = 0<|A<|Q=6F = 0<PA4) <1
(2) The empty set has size || = 0 and §2 has size |2| = 6*. Thus, P(#)) = 0 and P() = 1.

(3) Assume that A;, As, ... are disjoint subsets of (2. Since (2 is finite, only finitely many A; are
not empty. (THINK!)
(4) We rearrange that sequence such that its nonempty members will be Ay, As, ..., A,,, for

some suitable m.
(5) Then, A=A WAy - A, is a finite union. Disjointness of the A; implies that

Al = |A1] + |Aa| +---+ |Am] -
(6) By o—additivity, P(A) = |A|/6F = Z(|Aj|/6k) = > P(4;) = > P(4;)
=1 =1 all j
For the last equation, observe that the omitted sets A,, 11, Ay, 12, ... were empty;
thus, P(A4;) =0/6" =0 for those j.

We obtain from (1) — (6) that P(A) = | A| /6" is a probability measure on 2. [J

Example 5.7. One easily sees the generalization of the last example to arbitrary finite sets:
Let Q be a finite set of size N := || < cc. Let the function P : 2® — R be given as

_ AL 1A

(5.13) PA) = g = &

Then everything stated in (1) - (6) of (a) remains valid if we replace 6* with N. This shows that P is
a probability measure on 2. [
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Definition 5.3 (Equiprobability).

Let (€2, P) be a finite probability space, i.e., 2] < oco. Let n := |Q|. We say that P has
equiprobable outcomes and also, that P satisfies equiprobability, if

1
(5.14) P({w}) = 9] (since then P{w} is constant for allw € §2). O

Remark 5.4. The finiteness of 2 was crucial in the last two examples for the following reason.

If © is infinite and countable, then @ = {w;,ws,...} can be written as an infinite sequence of
distinct(!) members. It is not possible to define a “uniform” probability measure on 2 as we did in
parts (a) and (b), i.e., a number p such that P(w;) = p, for all j € N. How so?

(1) pwould have to be strictly positive: Otherwise,
P(Q) =3_; P(wj) =p+p+--- <0, but we require P(Q2) = 1.
(2) Thus, p > 0. Thus, P(Q) = > ; P(w;) = p+p+ - = co. However, we require

PQ) = 1. =

Remark 5.5. We will see that the most important probability measures on the uncountable set R
satisfy P(z) = 0 for all z € R. ® That is no contradiction to oc—additivity and P(R) = 1, since
one cannot write the real numbers as a countable union R = {z;} W {z1} & {22} & ---. Obviously,
it is no more possible in those cases to determine a probability measure on R by only listing the
probabilities P(z) of the atomar events {z} for all = € R. Rather, P often is characterized by integrals

b T
P(la,b]) = [ (t)dt. (And if this is the case, we obtain indeed P(z) = [ ¢(t)dt =0 forallz.) O

Recall for the next theorem that we denote by A,, 1 a nondecreasing sequence of events: i < J =
A; C Aj and by B,, | a nondecreasing sequence of events: i < J = B; O Bj. (See Definition 2.23
on p.36.)

Theorem 5.1 (Continuity property of probability measures). || %

Let (Q, 5, P) be a probability space. If A,,, By, € §, then the following is true:
(5.15) A, t= P(A,) 1P (U An> :

neN
(5.16) B,l= P(B,)|P <ﬂ Bn> .

neN

PROOF: We prove (5.15) as follows: Let A := |J A4; and
=1

Jj=

Cy =4, Cn+1 = An+1 \An (Tl S N)

*Those probability measures are the so-called distributions of continuous random variables.
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Note that A, T= A, = |J 4, and thus, Cpy1 = Apir )\ <U Aj).
=1 j=1

According to Proposition 2.6 (Rewrite unions as disjoint unions) on p.41, the sets C; form a partition
of A and we have

4, = Heo, A=,
j=1 j=1
It follows from the o—additivity of P that

‘P(A) =P (E;]CG) = i;if%(%) 215@32 Y f%(%) ::7EB&{P (E;'CG) = hnlAP(An).
j=1 j=1 j J=1

n—oo
Jj=1

This proves (5.15). We use this result to prove (5.16) as follows.

Let B := () B;. Forn € N, let A, := BE. Further, let A := [(J A;. Then 4,, 1 and it follows from
j=1 j=1
De Morgan that

C
A =1U4] =N4=Ns5 = B.
j=1 1 j=1

We apply (5.15) and obtain

= 1- P(B).

1 — P(B,) :P(An)TP<U An> =1 - P[(U An>E

neN neN

Thus, P(B,) | P(B) and this proves (5.16). W

Definition 5.4 (Discrete probability space).

Assume that the probability space (£2, §, P) satisfies the following;:
(@) P({w})is defined for all w € Q. In other words, we ask that {w} € § forall w € Q.
(b) There exists a countable subset A* of Q such that ) P{w} =1
weA*

Then we call (2, §, P) a discrete probability space. [

We will later on talk about discrete and continuous random variables, but note that there is no such
thing as a “continuous probability space”.

Remark 5.6. For the interpretation of the summation )  P{w} we note the following.

wEA*
(a) Either A* is finite and can be written A* = {wy,ws, ...,wy} for some suitable n.
n
Then ) P{w} = > P{w;}.
weA* 7j=1
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(b) Or A* is infinite and can be written A* = {w; : j € N}. We reason as in Remark
5.3 on p.107 with {w;} in place of A; and see that the series )~ P{w,} is absolutely

convergent. Thus, the value of ) P{w;} does not depend on how the elements of
j=1
A* were sequenced and we can write ) P{w} for that common value. O
wEA*

In the next theorem we intentionally deviate from the standard notation (€2, §, P) for a probability
space, because it is typically applied to the codomain (rather than domain) of a random element.

Theorem 5.2.
Let (Y, 5, P') be a discrete probability space and A* € §' countable such that >, P'{w'} = 1.
w/'EA*
Then,
(a) A*eF.

() P'(A*) = 1 and thus, P’ ((A*)C) = 0.
(c) P'(A) = P(ANA*) forall AcF.
(d P(A) = > PH{J} forallAeg.
w'eEANA* _
(e) | % | Theformula P(B) := P'(BNA*) “extends” P’ toa probability measure P on

the entire power set 2.

PROOF: *

PROOF of (a): This is true, because {w'} € § forallw’ and A* = 4 {«'} is a countable union of
w/'eA*

elements of §'.

PROOF of (b): By definition, > P'{w'} = 1.Since A* = | {w'}, we obtain P'(A*) = 1.
w/'eA* w/'eA*

Further, = Aw (4*)0 = 1 = P/(4%) + P’ ((A*)U) — 14+ P ((A*)C). Thus, P’ ((A*)C) ~0.
PROOF of (¢): From 0 < P’ (A N (A*)U) <P ((A*)C) — 0, we obtain P’ (A N (A*)C) ~0.

From A = [ANA*]W [Am (A*)E},we obtain P'(A) = P' (AN A*) + P’ (Am (A*)C) = P/ (AN AY).

PROOF of (d): AN A* is a subset of A*, hence, countable. Thus, P"(ANA*) = > P{u'}. We
w/'eANA*
obtain from (c) that P'(4) = Y PY{w'}.
w/'€eANA*
PROQF of (e): Tedious but easy;, if one uses (¢) and distributivity A* N H A4; = H(A*NA4;). B
J J
Corollary 5.1.
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(a) If (V,§,P’) be a discrete probability space, then P’ is characterized by the probabilities
P'{w'} of the outcomes w'.
(b) Let Q' be some arbitrary, nonempty set. Assume that (pj)j is a finite or infinite sequence of
real numbers that satisfies
e p;j=>0forallj and } . p;=1
Further, assume that (w}) . is a corresponding sequence of distinct elements of O, then (p;) .
defines a discrete probability space (', 2% , P') as follows.
e P(0):=0  P(A) = > p; forA#0. O

. /
J:wi€A

PROOF: |[% | This follows from Theorem 5.2. The details are left to the reader. W

Remark: We mentioned in Remark 1.7 on p.17 the following for a random element
X :(Q,F,P) = (Q,F): The formula

Px(A') = P{X e A}, (A efF)

defines a probability measure on the subsets of ' (on §, to be precise), which we referred to as the
distribution of X under P. °°

Assume that Q* has been sequenced as Q* = {w],w),. ... Let
p; = Px{wé} = P{X = w;}

Since

> pj =) Px{wj} = Px(w) = 1,
jEN jEN
: 60 / pj, ifw =wj,
The assignment * w' — px (') = i
0, otherwise,
uniquely determines the distribution Px [

Remark 5.7. The probability spaces (£2,§, P) we will be faced with when doing computations for
practical applications belong to one of the following categories:
(@ (9,3, P) is a discrete probability space. According to Theorem 5.2(e) on p.111, we
may choose § = 29).
(b) ©Q =Rand P(A) is known (at a minimum) for intervals such as [a, b] or ]a, b] or [a, b]
or |a,bl.
(© © = R"and P(A) is known (at a minimum) for n—dimensional rectangles such as
[a1,b1] X [ag,b2] X -+ X [an, by] (cartesian products of onedimensional intervals!)
It is important that we can assign probabilities to Intervals in (¢) and n—dimensional rectangles in
(d), for the following reason.

¥The precise definition of a probability distribution will be given in in Definition 5.13 (Probability Distribution) on
p.124.
later on referred to as the probability mass function (PMF) of X
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(") the most important probabilities P defined for sets in R come with a so called prob-
ability density function f : R — [0, co[ which assigns to an interval ]a, b] the proba-

bility
b
= / f(u) du

It seems plausible that the o—algebra B for such P should contain all intervals ]a, b].

(d’) Likewise, the most important probabilities P defined for sets in R” come with a
probability density function f : R™ — [0, 00[ which assigns to an n—dimensional
rectangle |a1, b1]x]ag, ba] X - - - X]ay,, b,] the probability

bn bt
P (a1, bi]x]az, ba] X - -+ X]an, by] / / , f (i) di

n—1
/ / . f (U1, ... up) duy dug - - - duy—1 duy, .

Accordingly, it is desirable that the o—algebra 8" for such P contains all rectangles
la1,b1] X Jag,ba] X -+ X |ap,by].

You may have Noticed that we could have worked with either of ]a;, b;[, [a;,b;[, [a;, b;] instead of
laj, b;], since f; ...da is always zero. However, it is more convenient to work with intervals that
are open on the left and closed on the right. We will see that when we deal with the so-called
cumulative distribution functions on R and R*. [

Theorem 5.3. |[ % | Let 2 be some arbitrary set and (&)Z ¢y 4 family of o—algebras on ), ie., §; C 2% for

each i € I. No assumption is made about the index set other than I # (. Thus, this family may consist of
finitely many o—algebras or of entire sequence or even uncountably many c—algebras.

o Let §:=\ierSiie,§ = {ACQ:Ac,foreachindexi}. Then F is a o-algebra.

This can also be stated as follows. Any intersection of o—algebras results in a o—algebra.

PROOF: We show that (b) of Definition 5.1 (c—algebra) on p.102 holds:
e A,egforalln = (J A4,€7F.

j=n

Solet A, € §forallnandlet A:= |J A,. Leti e I.Since§ C §;, A, € §;foralln.
neN

Since §; is a o—algebra, A € §;. Since this is true for an arbitrary i € I, A € (i € I§;, i.e., A€ 3.

The proofsof Ac§ = AL e § and of () € §F follow the same template and are left to the reader.
|

Theorem 5.4. || %

Let  be some arbitrary set and &f C 2. In other words, each element of & is a subset of §.
o There exists a minimal (i.e., smallest) o—algebra that contains & .
e Further, this o—algebra is uniquely determined by &/ . This allows us to name it o{}.
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PROQF: We obtain {4/} as the intersection of all c—algebras that contain &/. According to Theorem
5.3, this intersection is a c-algebra. W

Definition 5.5 (c—algebra generated by a collection of sets). | % | Let 2 be some nonempty set.

(@) Letgf C 29, i.e., the elements of & are subsets of €.
We call 0{&/} the o—algebra generated by &/. If o is of the form & = {...}, we also
write 0{...} for o{{...} }.

(b) Assume in addition that § is a o—algebra for Q and & C §. If o{&/} = §, we call &
a generator for § a.k.a. generator of §, and we say that &/ generates 3.

Concerning notation:

One also can write o (&) or o[&/] for o {2/ }.
Given a family of subsets A; C €2, (i € I), o{A; : i € I} can also be written as

o{Aiiel} = o((Aier) = o[(Aier] = o{(Ad)ier} -
As usual, it is OK to omit the “i € I” part if the meaning of I is unambiguous. [

Example 5.8. | %7 | The simplest example possible is the computation of c{A}, for some A C €.

Since () and 2 belong to any o—algebraon 2, ) € o{A} and Q € oc{A}.
E C o{€} is true for any £ C 2. Thus, {A} C o{A},ie., A € o{A}.

o If Abelongs to a o—algebra, so does AL, Since A € o{A}, we also have Al € o{A}.

e Thus,if A = {0, A, A’Q}, then {4} C A C o{A4}. Since Aisa o—algebra that contains
{A}, and o{A} is minimal among those, we also have A D 0{A}. Thus, A = c{A}. O

The next definition is marked optional, but note that Borel sets will be mentioned frequently during
lecture. Matter of fact, we have already encountered them when we discussed Lebesgue integrals
in Chapter 4 (Calculus Extensions). See Definition 4.2 (Borel sets) on p.85 and Theorem 4.1, which
preceeds it. There Borel sets were introduced as some subset of 2R* which is big enough to include
all Riemann integrable sets and satisfies (4.4)-(4.6), what we now recognize as the formulas that
define a o—algebra.

Definition 5.6 (Borel o—algebra). |[* | Ford =1,2,..., we define

e B .= o{ d-dimensional rectangles },
e B := B! = ¢{allintervals of real numbers }.
% and B¢ are the Borel o—algebras and their members are the Borel sets of Rand R%. [

Remark 5.8. (A) Consider the following sets of intervals of real numbers.
J1 = {la,b] :a < b}, Ty := {[a,b] : a < b},
J3 :={Ja,b[:a < b}, T4 := {[a,b]:a<b}, & :={]—00,c]:ceR}
One can show that each one of those sets of intervals is big enough to generate the Borel sets of R:
B = 0(31) = 0'(32) = 0'(33) = 0(34).
(B) The above generalizes to d—-dimensional space: Let
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Js = {]a ] ]ag,bg] X - x]ad,bd] rap < bl,ag < bg, coag < bd} ,
36 = {[a1 ] [ag,bg] cee X [ad,bd] L al <b1,a2<b2,...,ad<bd},
J7 = {]al,bl[x]ag,bg[ X]ad,bd[:al < b1, a9 <Ib2,...,ad <Ibd},
Jg = {[al,bl[x[ag,bg[ - X [ad,bd[: aq <b1,a2<b2,...,ad<bd},

one can show that B¢ = ¢(J5) = 0(J6) = 0(J7) = o(Js).
(O) In the parlance of Definition 5.5 (c—algebra generated by a collection of sets) on p.114, each one

of J1-J4 is a generator of the onedimensional Borel sets, and each one of J5—Js is a generator of the
d-dimensional Borel sets. [

Fact 5.1. | [k | For the following, note that the sets J1, . . ., Jg were defined in Example 5.8 on p.114.

(a) Let J denote one of the collections of half-open intervals, 31,74. Let & := JW R. Then any
function Py : & — [0, 1] which satisfies Py(0) = 0, Py(R) = 1 and o—additivity on &
E, € & disjoint suchthat E := |t € & = Py(E) = ), Py(En),
neN neN
can be uniquely extended to a probability measure on B, the Borel sets of R.

Let J denote one of the collections of d—dimensional rectangles Js,Js. Let & := J U {R%}.
Then any function Py : & — [0, 1] which satisfies Py()) = 0, Py(R?) = 1 and o—additivity
on&: E, € & disjoint suchthat E == |§ E, € & = Py(E)= > Py(Ey),

neN neN
can be uniquely extended to a probability measure on B¢, the Borel sets of R%. [

Remark 5.9. Consider this a continuation of Remark 5.7. We can summarize it as follows.
There are essentially only two kinds of probability spaces (2, §, P) we are interested in.

(@) There is a countable subset A* of Q2 such that )  P({w}) = 1 (discrete probability spaces).
weA*

Then | § = 2| since the above allows us to define P(A) for arbitrary A C Q as

P(A) = Y, P({w)).

wEA*NA

(b) Q=RorQ=R" Then| § = the Borel sets. |

We note once more that all subsets of R? that crop up in applications are Borel. See, e.g., Remark 4.9
on p.92. That allows us to behave as if we are in situation (a), where P(A) is defined for all A € 282
i.e., asif § = 2. But then there is no more need to worry about § and we can and will henceforth,
with very few exceptions, do the following.

We will ignore that probability measures cannot always be given on the entire power set
o Accordingly, we will drop the o—algebra § from (2, §, P).

e We often will refer to probability spaces (or sample spaces) (2, P),
rather than to probability spaces (2, §, P). O
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Notational conveniences for probabilities:

If we have a set that is written as {... }, i.e.,, with curly braces as delimiters, then we may

write its probability as P{...} instead of P({...}). Specifically for singletons {w}, it is OK
to write P{w}.

The next theorem lists two important rules to determine probabilities.

Theorem 5.5 (WMS Ch.02.8, Theorem 2.6). If A and B are two events in a probability space (X2, P), then

(5.17) Additive Law of Probability: P(AUB) = P(A) + P(B) — P(ANB).
(5.18)  Rule of the Complement: pP[AY] =1 - P[4].

PROOF of (5.17): We apply the o—additivity of P as follows:
1 A= (A\B)W(ANnB)and B = (B\ A)W (AN B)
= P(A)+ P(B) = P(A\B)+ P(ANnB) + P(B\ A)+ P(ANB)
2 AUB = (A\B)W(ANB)WP(B\A)
= P(AUB) = P(A\B)+P(AnB) + P(B\A)
Thus, from (1) and (2), P(A) + P(B) = P(AUB)+ P(ANB).
It follows that P(AU B) = P(A)+ P(B) — P(AN B).
PROOF of (5.18): Immediate from the o—additivity of Pand Q@ = A4 AL m

Remark 5.10. If the events A and B are mutually exclusive, i.e., AN B = (), then P[AN B] = 0 and
the additive law of probability simply is c—additivity

(5.19) P(AWB) = P(A) + P(B). O

Remark 5.11. The additive law of probability is very easy to apply, since all you need is P(A), P(B)
and P(AN B).

Nevertheless it might be fastest to draw a Venn diagram. As-
sume you know that P(A) = 0.5, P(B) = 0.3, P(AN B) =0.1.
Clearly, P(A\ B) = P(A)—P(ANB) =04

and P(B\ A)=P(B)—P(ANB)=0.2.

It is now immediate that P(A U B) = 0.7 and we get for free

that P(AU Bb) = 0.3.
0.3

The additive law of probability has generalizations for the probability of the union of three or more
events.

Theorem 5.6 (Exclusion-Inclusion formula for 3 events). || %

If Ay, Aa, Ag are events in a probability space (2, P), then
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P(A1UA2 UA3) = [P(Al) +P(A2) +P(A3)]
—[P(AlﬁAQ)—i-P(AlﬂA3)+P(AgﬂA3)] —l—P(AlﬂAQﬂAn).

(5.20)
PROQOF: We apply the additive law of probability to the sets A; and A» U A3 and obtain
(A) P[A1UAyUA3] = P[A)] + P[A3U As] — P[A1N (AN A3)].
Next, we apply the additive law of probability to A3 and As:

P[Ay U Ag] = P[Ay] + P[As] — P[A2 N A3g].
We substitute that in (A) which then reads
(B) P[A1 U Ay U A3] = P[A;] + P[A3] + P[A3] — P[A; N As] — P[A; N (AU Ag)].

Since A; N (A2 U Az) = (A1 N Az) U (A1 N A3), (see (2.37) on p.41: distributivity of unions and
intersections), it follows from (B) that

(O P[Al U Ay U Ag] = P[Al] + P[Ag] + P[Ag] — P[AQ N A3] — P[(Al N (Ag) @] (Al N Ag)] .
Finally, we apply the additive law of probability to the sets A1 N Ay and Ay N A3:

P[A; U Ay U As] = P[A1] + P[As] + P[As] — P[As N Aj]
— (P[A1 N Ag] + P[A1 N A3] — P[A1 N Ay N AN Ag))
= P[Ai1] + P[A2] + P[As3]
— P[AyN As] — P[A1NAy] — P[A1NAg] + P[A;NAyNAs]. W

Here is the general formula for any number of events.

Theorem 5.7 (Exclusion-Inclusion formula). || %

If Ay, A, -+ | Ay, are events in a probability space (2, P), then

P(AjUAz---UAy) = Y P(A;) — > P(AiN A))
(5.21) i i<j
' + D PANA;NA) — - + (D)™ P(A1NAy---NAp).

i<j<k

PROOF: Will not be given here. W

Remark 5.12. | This remark is preliminary.

Randomness specifically:
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4]

(2)
(3)
@)

(5)
(6)

Random number generator of a statistics package: Generate a random a number 0 < z < 1
with a precision of k£ decimals. We can have a big k, e.g., k = 25. For such a high precision
we can model the set of potential outcomes 2 as the continuum [0,1]. For any interval
[a,b[C [0, 1], we would obtain that P([a, b[), the probability that a number that falls into [a, b
is generated, equals b — a. In other words, this “uniform” probability on [0,1] is A!, the
Lebesgue measure on [0, 1]. Note that ([0, 1, \!) is not a discrete probability space.

Roll a die: [©2] =6

Roll a die 3 times: || = 62

20 coin tosses: || = 220 & 106 since 210 = 1,024 ~ 103

10 coin tosses: || = 2107 = 21010° _ (210)108 ~ (103)108 = 10310°

A selection of n items from a population is a sample of size n. The “most random” action of
obtaining such a sample would be one where each subset of size n from that population is
selected with the same likelihood as any other. [

5.2 Conditional Probability and Independent Events

Definition 5.7 (Conditional probability).

Given are a probability space (2, #, P) and two events A, B € &. We call

(5.22) P(A|B) =

(read: “probability of A given B” or “probability of A conditioned on B”) the conditional
probability of the event A, given that the event B has occurred. [J

P(B)

w if P(B) >0,
undefined, if P(B)=0,

Theorem 5.8.

Given are a probability space (Q, F, P) and an event B € & such that P(B) > 0. Then
(5.23) P(-|B):§—1[0,1]; A~ P(A| B)

is another probability measure on (€2, F).

In other words, P(- | B) satisfies (5.9) — (5.11) of Definition 5.2 (Probability measures and probability spaces)
on p.106.

PROQF: First, it follows from ) C AN B C B that P(AN B)/P(B) > 0and P(AN B)/P(B) < 1.
This shows that P(- | B) indeed takes values between 0 and 1.

PROOF of (5.9): Since P(0NB) =0, P |B)=0/P(B)=0.

PROOF of (5.10): Since QN B =B, P(Q|B) = P(QnB)/P(B) = P(B)/P(B) = 1.

PROOF of (5.11): Assume that (A,).en € § is a sequence of disjoint events. Then, for i # j,

(AiﬂB)ﬂ(AjﬁB) gAiﬂAj = 0.

118 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Thus, the sequence (A,, N B),en also is mutually disjoint. Further, by (2.37) on p.41,
L—_i—J (BNA,) = BN L—l_-J A, .

neN neN
It follows from this and the o-additivity of P that

P(Bﬂ@ne A”) P (Lﬂne (BﬂAn))
P(L‘UA”B) - P(B)N - ;(B)

neN

Yonen P(BNA,) BﬂA
= EP(B) :Z% il Z%P A, | B).
We have shown that P(- | B) is c—additive and this proves (5.11). W
It is immediate from the definition of P(A | B) that
P(ANnB) = P(A|B)-P(B).

This formula is referred to by WMS as the multiplicative law of probability. It can be extended to
three events as follows.

Proposition 5.3. If (2, §, P) is a probability space and A, B, C' € §, then
(5.24) P(ANBNC) = P(A|BNC)-P(B|C)-P(C).
PROOF:
P(ANnBNC) = P(A|BNC)-P(BNC). = P(A|BNC)-PB|C)-P(C).1

The multiplicative law of probability generalizes to arbitrarily many sets as follows.

Proposition 5.4 (Multiplicative Law of Probability for n events).

If (2,5, P) is a probability space, n € Nand Ay, ..., A, € §, then

P(AlﬂAgﬂ”'ﬁAn) :P(A1|A2ﬂﬂAn)P(A2’A3ﬂAn)

(5.25) - P(Ap—g | Ap—1 N Ap) P(Ap_1 | Ay) P(Ay).

PROOF:
It is easier to work with the reverse sequence A, N A,—1 N---N Ay instead of A; N A2 N --- N A,
Repeated use of P(UNV) =P(U |V)P(V)withU = Ajand V = A;_; N---N A, yields
P(A,NA,1N---NAp)
=PA, | Ap—1nN---NA)P(Ap—1 NN Ay)
=P(Ap | Ay NMAN) P(Ap1 | Ap2---NA) P(Ap_2---N Ap)

:P(An‘An_lﬂ‘--ﬂAl)P(An_l ’An_g-”ﬂAl)---P(Ag|A2ﬂA1)P(AQ‘Al)P(Al)..

119 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Definition 5.8 (Two independent events).

Given are a probability space (2, &, P) and two events A, B € #. We say that A and B are
independent if

(5.26) P(ANB) = P(A)-P(B). O

Independence of three events is not defined as you may have guessed from that last definition.

Definition 5.9 (Three independent events). Given are a probability space (2, #, P) and three events
A, B,C € #. We say that A, B and C are independent if

P(ANBNC) =P(A)-P(B)-P(C),
P(ANB) =P(A)- P(B),
6-27) P(ANC) =P(A)-P(C),
P(BNC) =P(B)-P(C). O

We can state (5.27) as follows. It must be true for any subsequence of events that the probability of
the intersection equals the product of the probabilities of the individual events.

Remark 5.13. It is possible to construct a probability measure P and events A, B, C' such that
P(ANnBNC) = P(A)-P(B)-P(C) and P(ANB) # P(A)-P(B) O
Definition 5.9 shows us how to generalize independence to any number of events.

Definition 5.10 (Finitely many independent events).

Given are a probability space (2, #, P), n € Nand events A;, Ay, ..., A, € F. We say that
A1, Ag, ..., A, are independent if, for ANY subselection of indices

1<j1 < jJ2 < -+ < jip <,

it is true that

(5.28) P(Ajl n Ajl N Ajk) = P(Aj1) : P(A]é) : P(Ajk)’ O

Finally, we define independence for infinitely many events.

Definition 5.11 (Sequences of independent events).

Given are a probability space (€2, #, P) and a sequence of events A;, Ay, --- € &F We say
that this sequence is independent if, for ANY FINITE subselection of distinct indices
J1,7J2, -5 Jk € N, it is true that

(5.29) P(Aj N Aj, N Ag) = P(Aj) - P(Aj,) - P(4) . U
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Remark 5.14. Note that the number £ in Definition 5.10 and Definition 5.11 is not fixed. O

We did not really define independence for any collection of infinitely many events, only for a se-
quence, i.e., a countable collection of events. The truly general case deals with families (see Defini-
tion 2.25 on p.38) of events

Definition 5.12 (Independence of arbitrarily many events). |[*

Given are a probability space (€2, #, P) and a family (AZ)Z ¢ of events A; € F. Here [
denotes an arbitrary set of indices. We say that this family is independent if, for ANY
FINITE subselection of distinct indices i1, 49, ..., € I, itis true that

(5.30) P(A;; NA;, NA;) = P(Ay) - P(Ay,) - P(4;,). O

The next theorem is marked optional, but it is just as easy to remember as the corollary that follows
it.

Theorem 5.9. || %

Given are a probability space (0, F, P) and a family (A;),_, of independent events A; € F. Here
I denotes an arbitrary set of indices. Then we have the following:

If some or all of the A; are replaced by their complement AE, then the resulting family of events also
is independent.

In other words, for each i € I, let B; be either A; or AE. Then independence of (A;), c
implies that of (Bi),_,-

1

PROOF: Utilizes advanced probabilistic methods that are outside the scope of this course W

Note that the following corollary is NOT marked as optional!
Corollary 5.2.

Given are a (2, §, P) is a probability space, n € N and independent events Ay, ..., A, € §.
If some or all of the A; are replaced by their complement A;, then the resulting list of events also is
independent.

In other words, for eachi = 1,2, ..., n, let B; be either A; or AE. Then independence of Ay, ..., Ay
implies that of By, . .., By,

PROOF: || %

(A): The case n = 2 shows the essence of the proof: For convenience, let B := Ag. First, we show
that A; and B are independent.

Aq :(AlﬁAQ)H'J(AlﬁB) = P(Al) :P(AlﬂAQ)-l-P(AlﬂB)
= P(A;)-P(A2) + P(A1 N B)
= P(AlﬂB) :P(Al)'(].—P(AQ)) = P(Al)P(B)
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Thus, A; and Ag are independent. Since intersection is commutative (E N E' = E' N E), it follows
that AE and A, also are independent.

Knowing that A¢ and A, are independent, we can apply the proof above to those two independent
events and obtain that A and AS are independent. This finishes the proof for n = 2

(B): For general n, let Ay, ..., A, be independent. For convenience, let B := A; N --- N A,_1.

Since P(BNA,) = PAin---NnA4, = P(A)---P(A,) = P(B)-P(A4,), Band A, are
independent. We have shown in (A) that B and AU are independent, too.

We argue as in (A) and conclude from the commutativity of “N” that replacing any A; with its com-

plement, i.e, fixing an index j; and defining B; := A; for j # j1 and B;, := AEI, that By,..., B, are

independent In other words, replacing just one event with it complement maintains independence.

We apply this to the events C; := B; for j # j» and C}, := BEQ, where we assume that js # j1. The
result is that ', .. ., (), also are independent

At this point we know that replacing £ = 1 or £ = 2 events with their complements maintains
independence. We apply this to the events D; := Cj; for j # js and Dj, := BE3, where we assume
that jo ¢ {j1,j2. The result is that Dy, ..., D, also are independent.

At this point we know that replacing k < 3 events with their complements maintains independence.
We repeat the above with k = 4, then with k£ = 5, ....., then with & = n. This completes the proof. W

Next, we examine connections between conditional probabilities and independence.

Theorem 5.10.
Given are a probability space (2, &, P) and two events A, B € & such that P(B) > 0. Then

(5.31) Aand B are independent << P(A|B) = P(A).

PROOF of “=":
Since A and B are independent and P(B) > 0,

Pl p) =R = PEEE — b,

PROOF of “«<=":
Since P(A | B) = P(A) and P(B) > 0,

_ P(ANB)

P(4)- P(B) = P(A| B)- P(B) = —5 = P(B) = P(ANB). W

Corollary 5.3.

If (Q, %, P) is a probability space and A, B € & such that P(A) > 0 and P(B) > 0. Then

(5.32) Aand B are independent << P(A|B) = P(A) < P(B|A) = P(B).

PROQOF: Obious W
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5.3 Random Elements and their Probability Distributions

Introduction 5.2. We continue with an observation we made in the introduction 2.3 to Section 2.5
(Preimages, p.41). There,
e O = {1,2,...,6}? and & = (w1, ws) represents a potential (two-number) outcome of two
rolls of a fair die, i.e., P({&}) = 1/|92| = 1/36.
e We defined the function Y : © — Q' :={2,3,4,...,11,12}; & — Y (&) := w1 + wy, which
associates with & = (w1, ws) the sum of the two rolls.
e This function lead to a probability measure P’ on €2’ by means of formula (2.39):

BCQ = P(B) = P{deQ:Y(d) € B}.

Observe that the set ' has been transformed into a probability space, (€', P’)).
e With preimage notation and the notational shortcuts of Remark 2.4 on p.45, this can also be
written as
P'(B) = P(Y™Y(B)) = P{Y € B}.

These formulas can be written for an arbitrary probability space (€2, P), an arbitrary nonempty set
(Y, and an arbitrary function Y : Q — Q. Actually, that so only because we disregard the role of
o-algebras and measurability. ®! [

The next theorem and the subsequent definitions are very important.

Theorem 5.11.

Let (2, P) be a probability space, Y a nonempty set, and' Y : Q — Q' a function. Then the formula
(5.33) Py(B) := P{Y € B} (BC )

defines a probability measure on §Y'.

PROOF: |[%| It follows from {Y € §} =0 and {Y € '} =, that

Py(@) = P(@) =0 and Py(Q/) = P(Q) = 1.
Let B C . From (2.46) on p.45, we obtain
Py(B%) = P{Y e B} = P(y"'(BY)) = P(IY'(B)") = 1 - P(Yy'(B)) = 1 — Py(B).

To prove o—-additivity of Py, we apply (2.45) to the index set N of a sequence of disjoint subsets
By,Bs,... of Q. Let B:= By4¥ Byw B3 W-. Then

Py(B) = P(Y ! (@ Bj) ) =P (U Yl(Bj))

jEN jeN

®!For measurability, see the optional section ?? (Advanced Topics — Measurable Functions)
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By (2.47), the sets Y ~1(B;) are disjoint. Thus,

Py(B) = P HY '(By) | =D PY '(B)) = Y Pr(B)).

jEN JEN jEN
This proves o—additivity. W

Definition 5.13 (Probability Distribution).

Let (€2, P) be a probability space, 2 a nonempty set, and Y : Q — Q' a function. Then the
probability measure Py on €’ of Theorem 5.11, given by

(5.34) Py(A) = Plyed} =Py 1(4) 4cCQ),

is called the probability distribution or just the distribution of Y with respect to P. Very
often the probability space (€2, P) is fixed for a long stretch. We then simply talk about the
probability distribution of Y, without referring to P. [

Definition 5.14 (Random Variables and Random Vectors). Let (2, P) be a probability space and let
n € N.

Let B C R. A function
Y:Q—B; w—YWw)

is called a random variable (in short, r.v. or rv,) on (Q,§, P). Let B’ C R™. A function
X =(X1,Xo,...,Xpn) : @ — B; we Xw) = (X1w),..., X (w)

is called a random vector on (2, §, P).

If there is a countable subset B* = {y1,y2, ... } of B such that Ej Py{y;} =1(.e,

P{Y ¢ B*} =0),wecallY a discrete random variable. Likewise, if there is a countable
subset B"* of B’ such that P{X ¢ B*} = 0, we call X a discrete random vector.

Note that random variables and vectors which have a countable range are discrete. [

Remark 5.15. In many instances the exact nature of the codomain B of a random variable Y is
unimportant. Of course it must be a set of numbers, i.e.,, B C R, and it must be big enough to
accommodate all function values Y (w), i.e., Y (w) C B. 92 Thus, here is some good news.

We often will just say something like “Let Y be a random variable on Q" or, “Let Y be a
discrete random vector on 2” and not even mention the codomainof Y. 0O

Not all interesting functions on a probability space take values in R or R". Here is an example.

621t only matters when we need the inverse function w = Y ~*(y) of y = Y (w). (Do not confuse inverse function and
preimage, just because they use the same symbol Y1) Then Y ~!(y) must make sense for all y € B and that requires
that B is minimal: B = Y (Q2). The same thought also applies to random vectors.
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Example 5.9. The following describes a (unnecessarily complicated) way to simulate n tosses of a
fair coin. Le Let Q := [0, 1[, where we represent the real number w € 2 as a decimal 0.d;dad3 with
inifinitely many decimal digits. If necessary, we append infinitely many zeroes to the right. For
example, we write 0.25000. .. for the number 1/4. We write H for Heads and 7 for Tails and define
the following function on (£, P).

X:Q—{HT"

X1(w) = H ifd;y iseven, T else.
e Xo(w)=H ifdyiseven, T else.

e X,(w)=H ifd,iseven, T else.

Since Py (%) = 1/2" for each & € {H, T}", each combination of a total of n Heads and Tails has the
same chance to occur. That is our understanding of a fair coin. [

Considering that last example, it seems awkward to call a function Q — ' from a probability
space (2, P) to a set ' a random variable only because its function values are not numbers. We
give a name to such functions of randomness.

Definition 5.15 (Random element).

Let (2, §, P) be a probability space and €’ a nonempty set.
We call a function X : Q — Q' a random element, also: a random item, on Q. O

Remark 5.16. We can phrase Theorem 5.11 on p.123 and the subsequent Definition 5.13 as follows.
All random elements X on a probability space (€2, §, P) have a distribution

Px(B) = P{X e B} = P(X"Y(B)) (BC). O

For a collection A of subsets of , o{A} denotes the minimal o-algebra that contains A. ® In
particular, given random elements X, X; : (Q,P) — ', (i € I), we can consider the sets of
preimages

(5.35) A= {X 1A A C Ay = {X;1(A): A CQ ieT}

and the o—algebras that are generated by those collections of preimages, A; and A;. The o-algebras
are so important that they have their own notation.

Definition 5.16 (s-algebra generated by random elements % ). |[%1| Let (2, P) be a probability

space.

(@) Let X :(9,P)— Q bearandom element on (2, P). We call
(5.36) o{X} = o{X1(A): A CQ}

the o—algebra generated by the random element X.

83See Definition 5.5 (0—algebra generated by a collection of sets). on p.114
% A more mathy version of this is Definition 6.4 (Advanced Definition of c-algebra generated by random elements) in
the optional Chapter 6 (Advanced Topics — Measure and Probability). See p.143.
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(b) Let X;:(Q,P)— , ie IDbeafamily of random elements on (2, P). We call
(5.37) U{(Xi)ie[} = o{X;:iel} = U{Xl-_l(A,) A CQ el

the o-algebra generated by the family of random elements (X );c;.

Concerning notation:

e Asusual, it is OK to omit the “i € I” part if the meaning of / is unambiguous.
e The square braces of o{. .. } can be replaced with square braces or parentheses.
For example, o{Y,:n=1,...,10} = o(Yy:k=1,...,10),and o{U} = o[U].

e But BEWARE: When we work on the applications side and X is a random variable,
i.e., an R—valued random element, it is very common practice do write (X)) or o[ X]
for the so called standard deviation of X. ®° There are alternate notations such as o x
for this standard deviation, but WMS uses o(X) frequently. I try to stick with curly
braces for o—-algebras generated by random elements and/or sets. [

Example 5.10. Let H := Heads, T :=Tails, @ := {H,T}, and §' := 2% = {0, {H},{T},Q'}.
For j € {1,2}, let
X;:(Q,5,P)— w = Xj(w)

denote two flips of a coin. The reader should verify that

o{X1,Xo} = {0,Q {X1 =H}, {X, =T}, {Xo = H}, {X, =T},
(X)=H Xy =H}, {X, =H Xo =T}, {X) =T, Xa = H}, {X; =T, X3 =T} } .

By the way, this his is the set of all finite unions that can be obtained from the partition
Q = {X1 =H X, = H} W {Xl =H, X5 :T}, Lﬂ{Xl =T,Xy = H}, &J{Xl =T, X, :T}

of Q. O

Example 5.11. |[%| The simplest examples for Definition 5.16 (0c—algebra generated by random
elements) are given by random elements that only take one or two function values.
(@): Let X (w) = ¢ forallw € Q, i.e., X is constant on Q. There are only two types of of sets B C (V.
Either ¢ € B’ or ¢ ¢ B'.
(@ Let X(w) = forallw € Q, ie, X is constant on 2. There are only two types of of sets
B' C QY. Eitherd € B'ord ¢ B'.
edcB = XYB)=Q, ed¢B = X YB)=0.
Thus, o{X} = o{0,Q}. Since {0, Q} itself is a c—algebra, we obtain that 0 {X} = {0, Q}.
(b) Let A C Q. Consider the random variable 1 4, the indicator function of A. There are four
types of of sets B’ C (V.
e0€B,1eB = X YB) =, e0ecB,1¢B = X Y(B)=A4AC,
e 0¢B,1cB = X Y(B)=A, e0¢B,1¢B = X (B)=0.
Thus, o{X} = o{0, A, ALQ} = {0, A, ALQ} (since {0, A, A’Q} already is a o—algebra). [

5See Definition 9.3 (Variance and standard deviation of a random variable) on p-196
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Remark 5.17. |[% | We compare Example 5.11(b) with Example 5.8 on p.114 and see the following;:

Let A C Q. Then A and 14, the indicator function of A, generate the same o—algebra

o{A} = o{la} = {0,4,4%Q}. O

Since an element x of the domain of a function f (an argument) is assigned to only one function
value y = f(z), one should expect that a function of a discrete random element should again be
discrete. This is the assertion of the next proposition and the corollary that follows it.

Proposition 5.5. || %

o Let X : (2, P) — Q be a random element and g : ' — R. 0 X o
e Let Z be the random variable w — Z(w) = g(X (w)).
e Let B* €  such that Px(B*) = 1and let C* := {g(z) : x € B*}be £ =9° )\ ‘9
the direct image g(B*) of B* under g. (See Definition 2.28 on p.46.) R
Then Pz(C*) = 1.

PROOF: Let
(A) A = {we:Z(w) ¢ C"} ={weN:g(X(w)) ¢ C*}.
(B) Then @ € X 1(B*) & X(@) € B* = Z(@) = g(X(@)) € g(B*) = C*

Here, “<” follows from the definition of X ~!. From (A) + (B) we see that A; N X1 (B*) = (.
(©  Thus, 4, C [x}(B)]".

(D) Since P[X~!(B*)] = Px(B*) = 1 (by definition of B*),
we obtain from (C) that P(A4;) = 0 and then, from (A), that
(E) Py(C*) =P{weQ: Z(w)eC*} = P(AY = 1. m

Corollary 5.4. Let X : (2, P) — Q' be a random element and g : ' — R. Further, let Z be the random
variable go X : w v+ Z(w) = g(X(w)). In other words, Z is the composition of g with X. Then

(a) Ifw— X(w) only assumes finitely many (distinct) values x1, . .., x,, then w — Z(w) only
assumes finitely many values z1, . . . , zm, (and m < n).

(b) Ifw — X(w) only assumes an infinite sequence of (distinct) values (x;), then w — Z(w)
assumes a countable set of function values. (This set forms a finite or infinite sequence. (See
Definition 2.24 (Countable and uncountable sets) on p.37).

(c) If X is a discrete random element, then Z = g(X) is a discrete random variable.
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PROOF of (a): |[* | The potential function values of Z are

2 = g(ar), 2 == g(w2), ..., 2y, = g(an)

If g is not injective, there may be duplicate z; which must be removed. Thus, Z assumes at m

distinct values for some suitable m < n. We rename them z1, ..., z,.

PROOF of (b): || The potential function values of Z the members of the sequence z; = g(z;),

where j € N. Removing the duplicates leaves us with a finite or infinite subsequence of distinct
items z; and those form the countable set of all function values of Z.

PROOF of (¢): |7 | Since X is discrete, there is a countable set B* C ' such that Px(B*) = 1.

We have seen in the proof of (b) that a function g transports countably many arguments b* into
countably many function values ¢* = ¢g(b*). Thus, the set C* := {g(b*) : b* € B*} is countable.

It follows from Proposition5.5 on p.127 that Pz(C*) = 1. Since C* is countable, Z is discrete. W

Remark 5.18. If Q(E) = 1 for some probability measure () and some event E on some probability
space, then Q(F) = 0 for all events F' C EL. That does not necessarily make it impossible for F' to
happen, but it would be so improbable, we do not take this possibility into account. A good way to
think about the probability measure () in relation to E is that () “lives” on E.
This situation happens twice in the context of Proposition 5.5 on p.127.

(1) On the probability space (€, Px): Px(B*) = 1. (Here, Q = Px, and E = B*).

(2)  On the probability space (R, Pz): Pz(C*) = 1. (Here, Q@ = Pz = Pyox,and E = C*).

Considering that C* = g(B*), Proposition 5.5 states the following:
(3) If Px lives on B* then Pz = Py.x lives on g(B*).

We improve on (3) by showing that the distribution of go X under the probability measure P equals
the distribution of g under the probability measure Py, In short, we will show that

(@) Ppx = (PX)g , le, Purx(C) = (PX)g(C), for all arguments C' C R.

To prove (4), note that for any probability space (fNZ, ]5), random element X : Q — ,and B C Q ,
the expression {X € B} merely is a notational convenience for the preimage of B under X:
{XeB} = X'(B) = {0eQ: X(@) eB}.

Thus, by (5.34 124, P-(B) = P[XYB)]. Itfoll that "

oagy ™ O3 Rl IR S [P e b R —gox,B= ),
(5.39) Px(g7(C)) =P[X (g H(O))] (withP=P, X =X, B=g '(0)),
(5.40) (Px)y(C) = Px[g7(C)] (withP=Px, X =g, B=C).

Also recall (2.50) on p.46 for the preimage of the composition of functions:
(5.41) (goX)"'(B) = X '(g7'(B)).
We have everything in place to show that (4) is true. Let C' C R. Then

(5.38) (5-39)

Prx(C) 2 P(gox)7H(0)] 2 P[XY(g7N(C))]
We have shown (4). 0O
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Remark 5.19. Consider the following of a philosophical rather than mathematical nature. Not all
mathematicians agree with it.

I like to think of a probability space (£2, P) as a seat of randomness in the following sense. Some
all-powerful supreme being or supreme force of nature, let’s call it decides to pick “this”
particular wg € €. As a result, all random elements X, Y, Z ,... that have 2 as domain are invoked

—

with wp as argument, resulting in the outcomes X (wp), Y (wo), Z(wp), . . .. With this interpretation it
makes a lot of sense to talk about functions on (2, P) as random elements since, when we interpret
w € 2 as “randomness”,

x = X(w) simply means that =z is a function of randomness.

Only knows what wy will be picked. But if we know, say, the distribution Py of a certain

random variable Y, then we can at least quantify the likelihood that is going to chose an w
such that 17.8 < Y (w) < 21.3. Itis Py ([17.8,21.3]) = P{17.8 <Y < 21.3}. [

Example 5.12. Often it only is the distribution Px of a random element
X:(Q,P)— (Y, Px)

with values in a set {2’ that matters. Accordingly, only the set €’ and the probability measure Px on
that set are specified by the problem. On the other hand, there are infinitely many different choices
of the probability space (€2, P) plus the random element X which result in thatsame probability
measure on . We illustrate that with two more settings for the modeling of the distribution of
n tosses of a fair coin on the space {H,T'}". See Example 5.9 on p.125. We fix n = 3 since the
resulting specific example illustrates all essential points. (a), (b) and (c) give three different choices
of a probability space (2, P) and a random element X on that probability space, such that for each
one of (a), (b) and (¢),

o Q@ = {HT),

2 (2,P) and X : (Q,P) — Q' are constructed such that Px, the distribution of X on (, is

that of a fair coin: Px{w'} = 1/8, for each one of the 8 outcomes w’ € V'

(a) Let ; := {0,1}3 with the probability measure P{(a,b,c)} = 1/|;| = 1/8.

Let X 1: —>q{H , T}3 be the random elsment that changes each 1 into an H and each O into a 7.
For example, X;(1,0,1) = (H,T, H) and X;(0,0,1) = (T, T, H).

Then Py is the same probability measure as Py of (2), since both assign the number 1/8 to each
element of {H,T}3.

(b) Let Qo := {H,T}?® with the probability measure P{(a,b,c)} = 1/|Q] = 1/8. (Same as in (a),
except that now a, b, c represent either of H or T rather than 0 or 1.)

Let the random element X5 : Q5 — {H,T}® be the identity (also, identity function) on 2. That
is the “do nothing” function which assigns each element of a set to itself, i.e., Xo(w) = w for all
w € Q. For example, H,T,H)= (H,T,H) and X,(T,T,H) = (T,T, H).

Clearly, P, also assigns probability Py ({w}) = 1/8 to each element of {H, T33.

(c) Let Q3:={H,T}3 x {1,2,3,4} with the probability measure P{(a,b,c,d)} =1/|Q3| = 1/32.
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Let X3 : Q3 — {H,T}*® be the function defined as )?3(@, b,c,d) := (a,b,c). We compute the
distribution Pg,_ for the outcomes (a, b, ¢) of the probability space ({#, T3, Pz, ) as follows.

(a,b,c) € X3 = Pg {(a,b,c,d)} = P{X3=(a,b,c,d)}
= P{(a,b,c,1),(a,b,c,2),(a,b,c,3),(a,b,c,4)} = 4(1/32) = 1/8.

We have have obtained in this example and Example 5.9 on p.125 the probability P’ which models
three tosses of a fair coin, i.e., P'{(a,b,c)} = 1/8 for each (a,b,c) € {H,T}3, as the distribution
of four different random elements, X (see Example 5.9), X 1 )?2, X 3, which were defined on four
different probability spaces. This clearly demonstrates that we have multiple choices of probability
spaces and random items to model a distribution. You will hopefully agree that X 1 and Xg are
much better choices than X and X 3. O

The next remark lists the different types of probability.

Remark 5.20 (Types of probability). | %7 | We have encountered the following types of probability:

e The empirical probability of an event A is the relative frequency of its occurrence in the
long run: if an experiment is performed n times and the event A is observed n; times,
P(A) = klim ni/k. See Example 1.1 on p.6.

—00

e Equiprobability: The probability space consists of a finite number IV of outcomes and each
outcome {w} is assigned the same probability, {w} = 1/N. Other names for this probability
are theoretical probability, Laplace probability. See Definition 5.3 on p.109.

e The subjective probability of an event reflects an individual’s personal judgment or own
experience about whether it is likely to occur. Subjective probability contains no formal
calculations and only reflects the subject’s opinions and past experience. ® An example
would be a student’s assessment that her/his probability of getting an A or A- is between
0.75and 0.9.

e Axiomatic probability: This is an abstract mathematical construct: the function values P(A)
of a probability measure P : 2 — R which obeys certain rules such as c—addititivity. See
Definition 5.2 on p.106. The axiomatic definition of probability is by far the most general
and includes all of the other definitions presented here. [

5.4 Independence of Random Elements

Introduction 5.3. According to Definition 5.8 (Two independent events) on p.120, two events A and
B are independent if

(5.42) P(ANB) = P(A)-P(B).
The justification for doing so comes from (5.32) on p.122: If P(A) > 0 and P(B) > 0, then

Aand B areindependent < P(A|B) = P(A) & P(B|A) = P(B).

8Source: Investopedia: Subjective Probability: How it Works, and Examples.
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This formula is a good characterization of independence, since it states that there is no dependency
between A and B in the sense that conditioning of one event on the other has no effect. We ex-
tended (5.42) to define independence of an arbitrary collection (A;);c; of events in Definiton 5.12
(Independence of arbitrarily many events) 121 as follows:

ANY FINITE subselection of distinct indices i1, i2, . . ., i € I must satisfy

(5.43) P(Au N Aiz N Am) = P(Au) : P(Am) ) P<Alk) :

It has been proven extremely fruitful from an application oriented perspective to model the inde-
pendence of random elements on the above framework, by demanding the independence of the
events that are associated with those random elements.

What are those events? It turns out that they are the elements of the o-algebras
(5.44) o{Xi} = ofX; (A : A C Q'Y

where 0{X;} is the o-algebra generated by the random element X;. ® If we accept this, the ap-
propriate way to define the independence of two random elements X1, X, defined on a common
probability space (€2, §, P), should be

P(Al N Ag) = P(Al) . P(AQ), forall A; € J{Xl} and A, € O'{XQ}.

Further, the independence of an arbitrary family, (X;)ics, of random elements on (€2, §, P), should
be defined as follows: ANY FINITE subselection of distinct indices i1, 2, . .., i, € I must satisfy

(5.45) P(Ai, NAyN---NA;) = P(Aiy) - P(Ay) - P(A;,), if A;; € 0{ Xy}, and j =1,2,... k.
One can show the following. % If X : (Q2, P) — Q' is a random element, then

(5.46) o{X} = (X714 A CqQ}.

We recall that alternate notation for { X ~1(A4’) is {X € A’ and obtain from (5.46) that

(5.47) A€eo{X} & A = {X € A}, for some suitable A’ C Q'.

We rewrite (5.45) with the relevant events for the random elements X; expressed as in (5.47) and
arrive at the formal definition of the independence of those random elements. []

Definition 5.17 (Independence of arbitrarily many random elements).

Given are a probability space (2, #, P) and a family (X,)Z ¢; of random elements on .
Here, I denotes an arbitrary set of indices. We say that this family is independent if, for
ANY FINITE subselection of distinct indices i1, s,...,ix € Tand j =1,2,...,k,

P{‘XZ'1 cA Xi2 c A ...,Xz‘k EA;k}

21? 12

5.48
(548) = P{X;, € A} - P{Xi, € A} - P{X;, € A4, }, forallA; C Q. O

%See Definition 5.16(a) (0—algebra generated by random elements) on p.125.
58See Chapter 6 (Advanced Topics — Measure and Probability), Theorem 6.5(a) on p.144.

131 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Example 5.13. Let H := Heads, T :=Tails, Q' := {H,T}, and § := 2% = {0, {H},{T},'}.

For j € {1,2}, let
Xj :(Q,S,P)—)Q/; w|—>Xj(w)

denote two flips of a coin. The reader should verify that

o{X1} ={0, 9, {Xx1 =H}, {X1=T}},
o{Xo} ={0,Q, {Xo=H}, {Xo=T}}.

To show the independence of X; and X3, we must verify, for example, that
This is true, since P{X; =T,Xo = H} =1/4 and P{X; =T} = P{Xe = H} = 1/2. The other

cases are dealt with just as easily. [

We modify the last example so it will be about an uncountable collection of independent random
elements.

Example 5.14. Let H := Heads, T :=Tails, Q' := {H,T}, and §' := 2% = {0, {H},{T},'}.
For0 <t <1,let
X;:(Q,5,P) = w = Xi(w)

denote the flip of a fair coin at time ¢. Let ¢ € [0, 1]. By the same reasoning as in Example 5.13, we
obtain

o{Xi} ={0, 0, {X, =H} {X;,=T}}.
To show the independence of (X;)o<;<1, we must verify that, for any selection of times,
0<t <ty <--<ty <1,
itis true that, for any j = 1,..., k and for any choice of either w;;, = H or wy; =T,

P{Xy, =wy N n{Xy s =wy} = P{Xy, =wy,} - P{Xy, = wy, }-

It is intuitive clear (and can be proven with combinatorial methods), that both sides are equal to

Thus, the throws are independent. [J

Definition 5.17 (Independence of arbitrarily many random elements) applies to the most general
kind of random elements. It turns out that the equations (5.48) need not be verified for all A;j cq,
if all random elements are discrete.

Fact 5.2. || % | [Independence of discrete random elements]
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Assume that the random elements X; of Definition 5.17 are discrete and that Y, C € is countable
and satisfies P{X; € Q. } = 1. Then it suffices to show that (5.48) is satisfied for events of the form
{Xi; = '}, where W' € Q. In other words, it suffices to verify the following.

e For ANY FINITE subselection of distinct indices i1, 12, ...,ip € Land j =1,2,...,k,
(549) P{Xil =w{ ..,Xik =w£k} = P{Xi1 =w£1}-~~P{Xik =w§k}

717 °

is satisfied for all w; € Y.

From this general case, we obtain the case I = 1,2 as follows.

Independence of two random elements, X1, Xo: For all ',&" € Q,
(550) P{Xl :(A)I,XQZ(I}/} = P{Xl :w/}'P{XQZ(:)I}.

For I = 1,2, 3, we obtain

Independence of three random elements, X1, Xo, X3:
(1)  For all subselections iy < is of k = 2 elements of {1,2,3} (there are 3 such subselections)

and for all W ,wj, € €,

(551) P{X'L = w1/:17X7:2 = w;z} = P{Xll = w7/,1} : P{XZQ = w;g}?
Fork =3 (ie., iy = 1,ip = 2,41 = 3) and for all w},w),ws € U,
P{Xl = wi,Xg :wé,X;; = wé}

(5.52) — P{X1 =i} P{Xs = wh} - P{X3 = w}}.

ForI=1,2,...,n, weobtain

Independence of n random elements, X1, Xs, ..., Xp:
For EACH k = 2,3,...,n — 1,n, the following must be true: For all subselections
i1 < -+ <ip of kelementsof {1,...,n}and for all ng e, (1<j<k),

(5.53) P{X;, =wj,..., Xy =wj } = P{Xy, =w}--- P{X;, =wi }.

110" ik ik

For I = N, we obtain

Independence of an infinite sequence X1, Xo, . .., of random elements:
For EACH k = 2,3,4, ..., the following must be true: For all subselections
iy <+ <y of kelements of N and for all i € X, (1 < j < k),

(554) P{Xz =w' -ink =w£k} = P{Xi1 =w£1}---P{Xik =w§k}.

110"

Remark 5.21. | %
Note that the X;; in Fact 5.2 are distinct: If j # m then X;, # X;, . In contrast, each ng can take on
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any value w’ € Q)

e For example, let I = N and X, represents the ith roll of a die, and ' = , = {1,2,...,6}.
Let iy = 5,99 = 8,i3 = 9,44 = 14. Then one of the 6* equations (5.54) to be checked is for
Wi = 4,(4)1'2 = 1,(,07;3 = 4,wi4 = 4.
e If we choose another selection of 4 indices, e.g., iy = 8,i2 = 13,i3 = 89,14 = 1477, Then
another 6* equations (5.49) must be checked.
If that looks like bad news, it gets worse:
e Forany k € N, there are, of course, infinitely many ways to pick integers 0 < iy < --- < iy.
Thus, infinitely many equations (5.54) must be checked.
So, what is good for? The answer is as follows. It is often easier to prove, for general k and

0 <y <--- <1y, that (5.54) holds true. An example follows this remark. [

Example 5.15. Let the random variables Y7, Y3, ... denote an infinite sequence of rolls of a fair die.
Is that an independent sequence of random variables?

Solution:

Before we start, let us agree that the answer to that question better be yes, since the outcome of the
kth roll is in no way influenced by those of the other rolls.

What are the domain (Q,§, P) and codomain (€', §’) for the random variables Y;? The obvious
choice for the codomainis Q' = {1,2,...,6} and § = 2?. As usual, we leave (2, §, P) unspecified.

Note however, that we know the following about P: Lety € €/, ie.,y € {1,...,6}. Since P{Y; = y}

denotes the probability of Y;(w) resulting in the outcome y, it follows that

(5.55) PY; =y} = ¢.

These probabilities are the only ones that occur in (5.50), and we are able to work with that formula.
Soletk € Nand i; < iy < --- < i be an arbitrary selection of £ indices.

Since there are 6 possible outcomes y;, for Y;,,
and each of those can be combined with 6 possible outcomes y;, for Y;,,
and each of those combined outcomes can be combined with 6 possible outcomes y;, for Y,

e and each of those combined outcomes can be combined with 6 possible outcomes y;, for Y;,,

there are 6% outcomes {Yi, = vi,,Yi, = ¥Yip,---,Yi, = ¥i,}, and each one of those is as likely to
happen as any other. Thus,

1
(5.56) P{}/;;l:yil i2:yi27"'7Y;k:yik} = @
By (6.55), P{Y;; =y} =1/6,forj=1,2,... k. Thus,

1

(5.57) P{i/’il:yil}.P{}/tiQ:yi2}.”P{1/ik:yik} = 67
Since (5.56) and (5.57) have matching right sides, (5.50) of Fact 5.2 is satisfied. This shows that
Y1,Ys, ... form an independent sequence of random variables. [

We noted in Fact 5.2 (Independence of discrete random elements) the following.

If the random elements are discrete, the condition A;j C 2 in (5.48) of Definition 5.17 (Independence
of arbitrarily many random elements) only needs to be satisfied for specific Agj:

Aj = {X;; =uw'}, wherew' € Q' satisfies P{X;; =w'} > 0.
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An analogous situation exists if all random elements are random variables, except that the single-
tons {w'} C R will be replaced with intervals. (Recall that ' = R for random variables!)

Fact 5.3. | [k | [Independence of random variables]

Assume that the random elements X; of Definition 5.17 are random variables. Then it suffices to
show that (5.48) is satisfied for events of the form { X;, € | — oo, B;,]}, forall i, € R. In other
words, it suffices to verify the following.

e For ANY FINITE subselection of distinct indices i1, 2, ... iy € Tand j =1,2,... )k,
(5.58) P{Xiy < Biyy--, Xi, < Bi} = P{Xy, < B} P{Xy, < Bi )y
is satisfied for all 3;; € R.

From this general case, we obtain the case I = 1,2 as follows.

Independence of two random variables, Y1, Ys: For all 51, B2 € R,
(5.59) P{Y1 < B1,Y2 < Bo} = P{Y1 < Bi} - P{Y2 < B}

For I = 1,2, 3, we obtain

Independence of three random variables, Y1, Y3, Ys:

(1) For all subselections iy < i of k = 2 elements of {1,2,3} (there are 3 such subselections)
and for all 5;,, Bi, € R,

(560) P{}/;,l < /Bipi/tiz < /B’LQ} = P{ile < ﬁzl} P{}{LQ < /B’iz}v

(2) Fork=3(e., i1 =1,ip =2,9 = 3)and forall B1, $2, B3 € R,

P{Y1 < B1, Yo <f, Y3 < 33}

(5.61) = P{Y1 < B1}- P{Ys < B} - P{Y3 < B33} .

For I =1,2,...,n, we obtain

Independence of n random variables, Y1,Ya, ..., Yy:
For EACHk =2,3,...,n—1,n, the following must be true: For all subselections
i1 <--- < of kelementsof {1,...,n}andforall B;; €R, (1 <j < k),

For I = N, we obtain

Independence of an infinite sequence Y1,Y>, . . ., of random variables:
For EACH k = 2,3,4, ..., the following must be true: For all subselections

i1 < -+ <ip of kelements of Nand forall ;, € R, (1 <j < k),
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The next definition is extremely important, since the notion of a “random sample” uses it.

We give a special name to collections of random elements that are independent and also share the
same probability distribution.

Definition 5.18 (iid families).

Let (X;);er be a family of random elements X; : (2, P) — Q. We speak of an independent
and identically distributed family, aka iid family of random elements, if

(1) the X; are independent,

(2) they all have the same distribution:

Px,(B) = Px,(B), forall i,j5 €I andall B C (.
Note that this can also be written
P{X; e B} = P{X, € B}, forall i,j5 €I andall B C (.

In the special case of a sequence X1, Xo,... of iid random elements we speak of an iid
sequence of random elements. [

136 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

6 Advanced Topics — Measure and Probability (7%

6.1 Random Variables as Measurable Functions

Introduction 6.1. The definition of the distribution Py of a random element X : (2, P) — ' was
based on Theorem 5.11. (See p.123). It asserts that the formula

(6.1) Al Px(A) = P{XeA} = P[Xx1A)], ACQ,
defines a probability measure on all subsets of (2'.

A. This is fine for the applications, since we decided to ignore o—algebras whenever possible. We
can do so when practical applications are involved, since we deal with one of the following two
situations when doing computations (see Remark 5.7 on p.112):

(1) Either Py discrete and there will be no issues with defining Px (A’) for all A’ € V/; in this
case we work with § = 2¢’.

(2) Or X is a random variable or random vector, i.e., ' = R or Q' = R%. Then practical compu-
tations always involve sets B’ € R? for which the Riemann integral [[---[,, d’ exists. Since
this necessitates that B’ is Borel, we can work with § = B9. As we previously mentioned,
only very strange and nonsensical subsets of R? are not Borel and we may as well act as if
Px (B') exists for all B’ € RY.

In summary, it is OK to assume for the applications that the domain of A’ — P(A’) is 2%, the entire
power set of Q' There is no need to restrict ourselves to a potentially smaller o—algebra §' C 2.

B. All that having been said, let us now consider the mathematical aspects of probability theory.
What if we cannot make the assumption that all sets are events, i.e., can be assigned a probability?
We have to consider this issue for both the domain 2 and the codomain €’ of the random element
X. Accordingly, we need a o—algebra § as the domain of A — P(A), and another o-algebra §' as
the domain of A’ — Px(A’). In other words, we have to consider X as a function

X: (9,5, P)— (,F,Px).
Of course, some conditions to ensure that §, P, §’, X compatible may have to be imposed. (The
distribution Px does not play a part here, since it is completely determined by the other four items.)
To understand what such conditions should be, consider the following.
e Jisgiven, as part of the original probability space (2, §, P).
e Aswesaw in (1) and (2), there also is not much leeway as far as §’ is concerned.
So what conditions must X satisfy that it has a distribution P, defined at least on §'?
e The distribution of X is given by Px(4) = P{X € A’} = P(f'(4)). (See (6.1).)
Accordigly, the answer is as follows: P{X € A’} must exist at least for all A’ € §
e That can only happen if X satisfies | {X € A’} = X 1(A’) € §, whenever A’ € §' | O

Based on those introductory remarks, we introduce the concept of measurability. Since it has per se
nothing to do with probabilities, we switch the function symbol to f.

Definition 6.1 (Measurable functions). || *
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(@) LetQbeanonempty setand § a o—algebra on Q2. We call the pair (€2, §) a measurable
space. (This is not worthwhile remembering, but the remainder of this definition is.)

(b) Let f: (2,5 — (2.F) Dbe a function which has measurable spaces both as
domain and codomain. We call this function measurable with respect to § and §,
a.k.a. (§,§ )-measurable, if

(6.2) Acg = f14)es.
(c) If fis R%valued, in particular if f is real-valued, and if we refer to f as being

§-measurable or Borel measurable, then it is implied that §’' = B¢ the Borel
o-algebra of R%. [

Next comes a straight translation of Definition 4.3 (Simple Function on R?%) on p.87.

Definition 6.2 (Simple Function on Q). | [ %

Let (2, F) be a measurable space, n € N, Ay,..., A, € §. Further, let ¢;,¢2,...,¢, be a
corresponding set of real numbers. Let

(6.3) f:Q—R; w f(w) = chlAj(w)
j=1

Then we call f a simple function. We say that f is in standard form, if the numhers c; are
distinct, i.e., ¢; # ¢;, fori # j. O

Remark 6.1. | [ | Assume that f is a simple function f = }_ c¢;14; on (©,5).
j=1

(@) Itis not assumed that the numbers c; are distinct. In that case, {f = ¢;} = f~'{c¢;} does
not equal A;. Assume for example, that c3 = c¢5 = ¢16 and that all other c; are different from
c3. Then {f =c3} = A3t A3 W A5 W Ay6. Note that, since A, € §forallk, {f =¢;} € §.

(b) Let B € Bl Let J := {j: ¢; € B} be the set of all indices j such that ¢; € B. Then

f1(B) = H4;. Thus, f'(B)€g, forall Be B
=

In other words, all simple functions are (F, B!)-measurable. [

Proposition 6.1. || %

n
Let f = Z cj1a; beasimple function. Then f has a representation in standard form.
j=1
This standard representation is

k
(6.4) flw) = Z dil{f—q;y(w), with distinct numbers dy, ..., dy.
i=1
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PROQF: Since there are only finitely many terms c;1 A the range of f %9 is a finite list,
f() = {di,...,dy}. ofdistinct numbers di,...,d.

Regardless of the nature of the ¢; and A4;, f(w) =« & w € f~1{a}, forany a € R. Thus,
fw) =di & we fHdi} & flw) = di-1p-1qg-
Since the d; are distinct, the sets f~!{d;} are disjoint. Thus

fw) =di = di-1p-1043(w Zd Aoy (W)

Since the right-hand side does not depend on i and each w € () satisfies f(w) = d; for some

i , k, we conclude that f(w Zd 1y1gg,3 (W), forallw e Q. W

The next theorem is a straight translation of Theorem 6.1 on p.139.

It asserts that about anything that can be done with a countable collection of real-valued, Borel
measurable functions results again in a Borel measurable function. Note that we have sup-
pressed the arguments in the functions listed there. For example, max(fi, f2) is the function

w +— max(fi (w), fa (w)), and i [j is the function w — i fi(w).
i=1 j=1

Theorem 6.1. || % | Assume that fi, fa,... are Borel measurable functions, c1,c2,--- € R, B € §.

Each of the following also is a Borel measurable function:

o c1 (constant function) e cifie fi £ fo e fifselpfie fi/f2(if fo#0)e Z ¢ifj
=
e min(f1, f2) ® max(f1, f2) @ rrlun fj ® max fJ o inf f; e sup f; O
J J=1 JeN je

PERReY (2 yeees Tl

If they exist (see the subsequent remark), the following also are measurable functions:
o0
y ]ggo f] ¢ j=1 f] y Brél’{ll f] * I;lea|\)l( fj

PROOF: ®

The next theorem will be key in later extending integration with respect to Lebesgue measure to a
class of measures so general that it includes all probability measures.

Theorem 6.2. | %" | Let (2, F) be a measurable space.

Let f : (Q,5) — [0,00[ be a nonnegative, (T, B')—measurable function. Then there exists a
sequence 0 < f; < fo < --- of simple functions such that f, T f as n — oo. In other words,

nlLH;ofn(w) = f(w), forallwe Q.

%See Definition 2.17 (Function) on p-33.
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PROOF: This proof can be found in greater detail in Remark 4.5 on p.89.
Fix n € N, and define, for k € N, } E—1 & ]
Iy = | = 5n
’ 2TL 2TL
Note that [0,00[= {0} & (W[ Ik : k € Z]) partitions the codomain into small intervals. Let
-1
App = {wEQ:k2n < flw) < 2]1} (k=1,...,4"),

Note that w € Ay, & (k—1)/2" < f(w) < k/2". Next, we define

47L

(6.5) fuw) = 3 1, )

2TL
k=1

Remark 4.5 contains a picture which demonstrates how the simple functions f, 1 f are constructed.
Observe that

k—1

falw) = on on Ay, = {wEQ: k2_nl < flw) < 2]1}

Further, 1
0 < flw) — falw) < o forw € Aj .

Let Ag := {w € Q: f(w) = 0}. Since f > 0, (6.5) implies that f,,(w) = f(w) = 0 on Ay, we see that
0 < f(w) = fa(w) < 2%, for we Ay U A1, U Aoy U---U Agny.

Since 1 < k < 4™isequivalentto 0 < (k—1)/2" < k/2" < 4"/2" = 2", we obtain

0 < f@)~ fa) < g0 for flw) < 2.

Finally, since f(w) < oo forallw € Q and 27" — 0 and 2™ — oo as n — oo, we conclude that

fow) T flw), for weQ. A

Measurability will only be useful if it helps to construct distributions on (€', . The next theorem,
a modified version of Theorem 5.11 on p.123, shows that such is the case.

Theorem 6.3. || *

Let (2,5, P) be a probability space, (', §') a measurable space, and
X : (5, P) — (V. 5, Py).

an (§,§')-measurable function. Then the formula

(6.6) Px(A) = P{X e A} (AeF)

defines a probability measure on §'.
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PROOF: Very similar to that of Theorem 5.11. The fact that § and §’ are o—algebras guarantees that
all sets A in the proof that need P(A) defined are indeed elements of §, and all sets A" in the proof
that need Py (A’) defined are indeed elements of §'.

First, we establish that all probabilities required exist, i.e., that §’ contains all relevant subsets of €'.
Assume fo the following that A, B', A, A3, - -- € §', with A; pairwise disjoint and B’ = |4, A’.

e Since §' is a o—algebra, ) € §F and Q' € §. Thus, both Px () and Px (') exist.
e Since §' is a o—algebra, A’ C ¢ §'. Thus, Px (A’ B) exists.
e Since §' is a o—algebra, B’ € §'. Thus, Px(B’) exists.

The remainder of the proof is word for word the same as that of Theorem 5.11.

It follows from {X € 0} = @ and {X € Q'} = (), that

Px(®) = P®) =0 and Px(Y) = P(Q) = 1.
From (2.46) on p.45, we obtain
Px(4%) = P{X € A%} = P(X71(4")) = P(X'(A)F) = 1 - P(X71(4) = 1 - Px(4).
We apply (2.45) to the sequence of disjoint subsets A}, A, ... of 2’ and obtain
Py(B') = P(X™* (Lﬂ AQ) ) =P (U X%A}))
jEN jEN

By (2.47), the sets X ! (A}) are disjoint. o-additivity now follows from

JEN JEN JEN

Px(B') = P (L+J X1<A;->) = > P(XTN(4)) = > Px(4)). ®

Remark 6.2. || %

(@) Note that every probability space (2, §, P) is a measurable space.

(b) A key property of random elements X, in particular random variables and random vectors,
is that they induce a distribution Px(A") = P{X € A’} on the codomain. This is so essen-
tial, that measurability becomes part of the definition of a random element in basically all
graduate level texts on probability, since there one does not gloss over the role of c—algebras
and measurability like we do in this course. [J

We amend the definition of random elements accordingly.

Definition 6.3 (Advanced level definition of random variables and random elements). |[%

Only for the remainder of this chapter 6.1 (Advanced Topics - Measurable Functions), we modify
Definitions 5.14 on p.124 and 5.15 on p.125 as follows.
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Given are a probability space (€2,F,P), a measurable space (¥,§), d € N, and (§,3-
measurable
X: (5P — (.3).

(@) We call X a random element.
(b) If(Q,F) = (R,B)) wealso call X a random variable.
() If (Y, F) = (R% B%), we also call X a random vector. [J

The material covered so far in this section should leave no doubt that understanding how preimages
relate to o—algebras is very impportant. We now turn our attention to oc—-algebras.

Remark 6.3. || *

We repeat here some findings and definitions from earlier chapters.
(@) Givenare a function f : Q — Q" and an arbitrary family of sets A, C (', € I. By Proposition
2.7 (p.44) and Theorem 2.2 (45), the preimages (f~'(B;)),_, satisfy the following.
1 f_l(q)) =0 @ f_l(Q/) =Q@B;C Bj = f_l(BZ') - f_l(Bj)
BN B = N B B U B = U 1By 8 (B = (/71(B)
i€l j€J i€l j€J
BB;NB;j=0 = f~YB;)N f1(Bj) =0; thus, f~!( partition of Q') = partition of 2
(b) The intersection of an arbitrary collection of o—-algebras is a o—-algebra. (Theorem 5.3 on
p-113) o B
() LetAC 2% By (b), c{A} = [S :FDAand Fisa a—algebra} is a o—algebra: the smallest
one that contains A. It is the c—algebra generated by A. See Definition 5.5 on p.114
(d) o{B9} = o{ all d-dimensional rectangles } constitutes the Borel sets of R?. [

C

Theorem 6.4. || %

Let Q2 be a nonempty set and let €,E1 and €, be three collections of subsets of Q2. Then

(6.7) &, C & = 0'(51) C 0'(52),

(6.8) 0(0(8)) =o(€f),

(69) 0'(81) 282 and 0(82) 281 = 0(81) = 0(82).
PROOF of (6.7):

Any o—-algebra & that contains €5 also contains £;. Thus more sets are intersected in
o) = ﬂ{@i :® D & and & is a o-algebra for Q2}.

than in

o(&s) = ﬂ{@ :® D &y and & is a o—algebra for 2}.
It follows that o(€1) C o(€2).
PROOF of (6.8):
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Since £ C o(€), we obtain from (6.7) (already proven) that ¢(€) C o (o (£)). Now we show “2”:

(1) Let? := {F:3 2 c(£)and §is a o-algebra }. Note that o(£) € 2. Thus, {0(£)} C 2.
(2) Itistruein generalthat % C %> = (U :U €] 2 U :U € %3].
B By, ,:={c&)} C¥U>:=:9.

Thus, by 2), o(€) = NU:U %] 2 NU:U € %3] = o(o(€)).

Thus, o(€) 2 o(o(£)). That concludes the proof of (6.8).
PROOF of (6.9):

D o) 2E & o(0E) 20E) D o(E1) 2 0(E)
@ o) 26 Y o(0€)) 20E) Y 0(E2) 20(E)

It follows from (1) and (2) that o(€;) =o(€2). A
We now use that last theorem to prove some of the assertions made in Remark 5.8 on p.114.

Example 6.1. Consider the following subsets of the real numbers.
B = { the Borel sets of R} = ¢{ all intervalsof R},
={l]a,b]:a<b}, T2 :={[a,b]:a<b},
= {]a,b[:a<b}, T4 :={[a,bl:a<b}, &€ :={]—-00,c]:ceR}
Then B = o(J1) = 0(J2) = 0(T3) = o(Js) = o(€).

~

For example, to prove that J, = J3, it suffices according to Theorem 6.4 to show that

J1
Js3

any closed interval [a, b] belongs to J3, any open interval |a, b| belongs to Js.

Since ¢(J3) contains all countable intersections of sequences in J3 and ¢(J3) contains all countable
unions of sequences in Jy, this follows from

fa, 0] :ﬂ]a—i,wﬂ and ]a,b[:g[ﬁi,b—ﬂ.

As another example, we show that ¢(8) = o(€). Note that
]a>b] :]_Oo7b]m]_oova]v (a,bER).

Thus, J; C o(€). Since also € C 7y, it follows that J; = o(£). O

In Definition 5.16 (c—algebra generated by random elements) on p.125, we discussed the o-algebras

o{X} = U{Xﬁl(A/) A C Q)
o{(X)ier} =o{X;:i€l} = o{X;7 V(A A CQ, iel},

for random elements X and families of random elements (X;);c; with domain (€2, P) and codomain
V. See (5.36) and (5.37). This was done without taking into account the role of o—algebras on 2
and . Note that P does not appear in the formulas that define those o—algebras. Accordingly,
probability measures will not appear in the replacement definition that follows.

Definition 6.4 (Advanced Definition of o—algebra generated by random elements). | %

We define for a function f and a family of functions (f;)i € I,
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i Q—(Q,5),iel:

(6.10) o{f} = o{f1(A): A eF}
(6.11) o{(fiie1} = o{fi:iel} = o{fit(A): A e, icl}

(@) Wecall o{f} the o—algebra generated by the function f.
(b) Wecall o{(f;)icr} the o-algebra generated by the family of functions (f;)ic;. O

Remark 6.4. || %

(@) No assumption was made about (§, §')-measurability for obvious reasons. After all, there
may not even be a o—algebra §.

(b) We cannot call those functions random elements, because there is no probability measure.

(c) Note that the only difference between (5.36) and (5.37) on the one hand, and (6.10) and
(6.11) on the other hand, is as follows: We have replaced A" C ' with A’ € §'. Hence, both
definitions are identical if §’ denotes 2/, the biggest o—algebra that exists on §V'.

(d) If § is very small, then o{f} and o {(f;)ic; } also might be very small.
In the extreme case, consider § := {0, '}, the smallest o—algebra for ('. Since g~ () = 0
and g~ 1(Q) = Q for ALL functions g : Q — €, we obtain

o{f} = o{(fiier} = {0,0}. O
The next theorem shows that formula (6.10) (the definition of the oc—-algebra generated by a single

function) simplifies to
o{fy = {f1(4): A eF}.

Theorem 6.5. || %

Given is a function f with measurable spaces (2, §) as domain and (', §') as codomain:
f:(9,% — (2,5).

No assumption is made about (§,§')—measurability. Then
(@) o{f} = {f~1(A): A €F'}. Inparticular, {f~1(A") : A’ € §'}is a o-algebra for ).
(b) fis(§,§)—-measurable < o{f} C 3.
(c)  We can strengthen assertion (b) as follows: Let E' be a generator of §'. Then
fis (§,3)-measurable < {f~Y(E'): E' €&} C3.

PROOF: We write & for the set {f~}(A4’): A’ € §'}.

PROQF of (a): The assertions of Remark 6.3(a) on p.142 show that & is a o—algebra.

It follows that & = o{&/}. Moreover, o{f} = oc{&/}, by definition of o{... }. Thus, o{f} = &.
PROQOF of (b): This follows from the definition of measurable functions.

PROOF of (c), “=>": Assume that f is measurable. Then f~1(4’) € §, forall A’ € F'.

Since &' C §', it follows that f~}(E’) € §, forall E’ € £'.
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PROOF of (c), “<=”: This is not as easy as the “<=" direction. First, we show that

(612) ¢ ={¢c: /N eF)

is a o—algebra for (. We only show G’ € ¢’ = G'* € G’ and leave the remainder as an exercise.
Solet G’ € G'. By (6.12) (the definition of G'), f~}(G’) € §. Since § is a o-algebra, (f_l(G’))C €3
By Remark 6.3(a), (f~1(G"))" = f~1(G"). Thus, f~1(G*) € 5, ie, G ey

The proof that G’ satisfies the other properties of a c—algebra is just as straightforward.

Now let us prove that {f 1(E') : ' € £’} C§ = fis (§,3)-measurable.

So assume that {f}(E’) : E' € £’} C §. By (6.12), each E’ € £ belongs to G',i.e., & CG'.

It follows that o{€'} C 0{G’}. Since £ generates §’' and G’ is a o—algebra, we obtain that § C G'.

Thus, A/ eF = A €&’ €12 f7Y(A") € 3. This proves that f is (F, 3§ )-measurable. W

Definition 5.17 on p.131 stated the independence of an arbitrary family (X;);c; of random elements.
It is not mathematically precise, since the role of oc—algebras is not considered there. Now, that the
concept of measurability has been made available, we can rewrite that definition in its precise form.
For the following, recall Definition 6.3 (Advanced level definition of random variables and random
elements) on p.141.

Definition 6.5 (Independence of arbitrarily many random elements — advanced definition). | %

Given are a probability space (2, §, P), a measurable space (€', ), and a family of random
elements,
Xi: (,3,P) — (2,F) (tel).

We say that this family is independent if, for ANY FINITE subselection of distinct indices
11,22, ... ,1k € Iandj =1,2,...,k,
P{Xil cAl Xi2 c A 000y Xik S A;k}

717 127

6.13
(6:13) = P{X;, € Aj,}-P{X;, € A,}---P{X;, € A}, forall A} €§. O

Remark 6.5. || % | Convince yourself that the only difference between (6.15) and (5.48) is this:
A}, C §"” has been replaced with the (easier to satisfy) condition “4; € . [

For completeness’ sake, we give the definition of independence of a family of sets. Note that there
will be no more codomain (€, §'), because there will be no more functions X; on (2, §, P). The sets
A, € £ i; given there will be subsets of (!

Definition 6.6 (Independence of a family of sets of measurable sets). |[*
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Given are a probability space (€2, §, P), and a family
8@ C 3 (Z el )

We say that this family is independent if, for ANY FINITE subselection of distinct indices
i1,12,...,i¢ € land j = 1,2,...,k, and for any choices A;, € £;,

(614) P{A“ ﬂAiZ Moo, ﬂAlk} = P(A“) P(Azg)P(Azk)a for all Aij Egij. Ol

Definition 6.7 can be expressed in terms of Definition 6.6 as follows.

Proposition 6.2. || %

Given are a probability space (2, §, P), a measurable space (S, §'), and a family of random elements,

X;: (Q,5,P) — (2, 5) (1el).
Then,

The family (X;); € I is independent < the family o{X;}icr is independent.

PROOF: In Definition 6.6, set £; := o{X;}. W

Remark 6.6. |[%" | What we discuss now about functions is a very general phenomenon in mathe-
matics. So let us switch briefly the notation to that of general mathematics. Let

x Ly, aey=r@,
be a function f with domain X and codomain Y. One can consider Y as being in forward direction
and X in backward direction of the function arrow —.
(@) Let.¥ x be some mathematical structure on X, the domain of f. Assume that f can be used
to generate a corresponding mathematical structure, #y, on Y, the codomain of f. Since

<y was created from . x by “pushing forward” that structure from X to Y by means of f,
mathematicians will speak of .#y as the push—forward of . x by f.

(b) Let RZ y be some mathematical structure on Y, the codomain of f. Assume that f can be used
to generate a corresponding mathematical structure, #x, on X, the domain of f. Since

< x was created from .y by “pulling back” that structure from Y to X by means of f,
mathematicians will speak of .# x as the pull-back of .#y by f.

Here is a very good example of a push—forward. Let X : (Q,§,P) — (2,F) denote a random
element. The probability measure P certainly is a mathematical structure on (2, the domain of X.

e The function X pushes P forward to the distribution Px of X, a probability measure on
(Q,§), by means of the formula Px(A") = P{X € A'}, A’ € §.

Py certainly is a mathematical object of €2/, the codomain of X.

For the following example of a pull-back, let f:Q — (€2, ). Here, Q2 is some nonempty set, and
(©,§’) denotes a measurable space. Note that he o—algebra § will be very important here!
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e The function f pulls §' backto o{f}, ao-algebra on (2, by means of the formula 7
off} = o{f7'(A): A eF}.

How does the above relate to a pull-back, as discussed in (b)? The o—algebra § is a mathematical
structure on Y/, the codomain of f. This function pulls § back to a o—algebra o{f} on Q. This
o—algebra certainly is a mathematical object of (2, the domain of f.

As an aside, one would also refer to o{(f;)ic;} as the pull-back of § by means of a family (f;)ics
of functions f; : Q@ — (', ). O

It is definitely OK to skip this next remark.

Remark 6.7. || *

Like o—algebras, measurability is a theoretical concept that aids in the development of probability
theory as a mathematical theory. Such concepts are tools that help understand why the practical
things taught here about solving applications oriented problems yield the intended results. This in
turn helps to see various items as connected rather than unrelated, and that in turn makes it easier
to remember the applications oriented material and use it in situations that are not an obvious fit
for any of the cookbook recipes.

That having been said, measurability will not be an issue in this course! [

Definition 5.17 on p.131 concerning the independence of an arbitrary family (X;);cr of random
elements) is not mathematically precise, since the role of o—algebras is not considered there. Now,
that the concept of measurability has been made available, we can state that definition in its precise
form.

Definition 6.7 (Independence of arbitrarily many random elements — precise definition). || %

Given are a probability space (€2, #, P) and a family (X;), ¢; of random elements on Q.
Here, I denotes an arbitrary set of indices. We say that this family is independent if, for
ANY FINITE subselection of distinct indices i1,7,...,ix € Tand j = 1,2,...,k,

P{Xil cA Xi2 c A ...,Xik EA;k}

717 127

6.15
(615 = P{X;; € A} - P{Xi, € A} P{X;, € A4, }, forall A} C Q. O

6.2 Measures

This chapter is very selective and incomplete at this point in time. Additions will be made

as time allows.

Introduction 6.2. There is so much commonality between Lebesgue measure and probability mea-
sures that it justifies an overarching term, that of a measure. Many results that hold true for both
Lebesgue measure and a probability measure also are true for measures. [

70See Definition 6.4 (Advanced Definition of o-algebra generated by random elements) on p.143.
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Based on those introductory remarks, we introduce the concept of an abstract (i.e., general) measure.

Definition 6.8 (Abstract measures). || %

(6.16)
(6.17)

(6.18)

Let (2,3) be a measurable space. A measure on § is an extended real-valued function

g —[0,00); A p(A) such that
p®) =0,
A BeFand ACB = pu(A4) <u(B), (monotony)
(Ap)nen € Fdisjoint = M(Lﬂ An) = Y wA).  (o-additivity)
neN neN

The triplet (2,3, u) is called a measure space

e We call any set N C 2 with measure zero a  Null set.

e We call i1 a discrete measure if there is a countable A* € § such that p (A*C> = 0.
We then call (2,5, 1) a discrete measure space

e We call i1 a finite measure on § if () < oo.

e We call 4 a o—finite measure on § if one can find a sequence A4, € § such that
p(A,) <oo and Q=J, A,

Footnotes for measurable spaces, 7l extended real numbers, 7> and py—null sets. 72 [

Do not confuse measurable spaces (£, §) and measure spaces (2, §, 11"

Remark 6.8.

*

(@) Lebesgue measure \? is a measure on B¢, and (R?, B9, \%) and (R, B, \!) are mea-
sure spaces. Note that A\ is infinite, since AY(R%) = .
On the other hand, A\ is o—finite, since K,, := [~n,n]? + R¢and M(K,,) = (2n)? < .
(b) A probability measure is a finite measure. Probability spaces are measure spaces.
(c) A measure y is a probability measure < p(Q) = 1. O

Example 6.2.

Let Ac B¢ and B(A) := {B cB?: B C A}. Consider

)\d‘A . B(A) = [0,00); B /\d‘A(B) = \(B).

Then (A,B(A), )\d‘A) is a measure space. Note that )\d)A is the restriction of the function

A% B9 5 [0,00] to the subset B(A) of B,

"ISee Definition 6.1 (Measurable functions) on p.137.
"2See Definition 2.14 (Extended real numbers) on p-28.
Strictly speaking any set N such that N C A and p(A) = 0 is said to be y Null. We ignore such fine points.
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For example, let A := {F = (v1,22) € R? : 2§ + 23 < 25}. Let B:=[-1,2]x]1,3|.
Then A2 A(B) = )\%(B) =6.

It is customary to call /\d’A the Lebesgue measure on A, to write A\ for \? X and to call ®B(A) the
Borel sets of A. [

Example 6.3. [[%| Let Q2 be a nonempty, countable set. Let ¢ : & — [0,00] be an arbitrary

function (satisfying 0 < g(w) < oo for all w). We associate with g the function

(6.19) e 28— [0, 00| ; A p(Ah) = Z g(w).
weA
Then y defines a measure on 2. We can see this as follows.

Clearly, u(0) =0.Let AC BC Qand C := B\ A..Since B=AWC and g > 0, we obtain
©20) p(B) = Y o) = 3 o) == Dgw) + 3 o) = u(4) +u(0) > u(4).

weB weAWC w€eA wel

Key in (6.22) is that the disjointness of A and C allowed us to write >~ = > + > .
weAWC  weA weC

To prove o—additivity, we use that same trick for a disjoint sequence A; C Q and A := |4 ; Aj:

pA) = Y gw) =Y Y glw) =) u4). O

weW;A; JEN weA; JEN

Example 6.4. |[ x || Let (2 be a nonempty, countable set. Let

€ = {{w}:weQ} = {allsingletonsets of Q2 }.
Let po: € — [0,00] be an arbitrary function on £ (satisfying 0 < po{w} < oo for all w € ). We
associate with pg the function
(6.21) h:Q—0,00]; w = h(w) = po{w}.

We have seen in Example 6.4, with g(w) := h(w), that u(A) := > h(w) defines a measure on 2.
weA

Of course there will be some relationship between po and p. It is as follows.

(6.22) plw} = > b)) = h(w) po{w} .

w'e{w}

(621)

In other words, y is the unique extension of the function 4 to a measure on 2. O

Example 6.5. |[ % | Inexamples 6.3 and 6.4 It was not all that important that (2 itself be countable.
All that is needed that there is a countable set A* C Q as follows.

(@) inExample6.3: g(w) = 0 for w ¢ A*;

(b) in Example 6.4: po{w} = 0 for w ¢ A*.

The reason is that adding zeroes has no effect: If A C , then >, = > .
we A we ANA*

(0) The existence of such countable A* is equivalent to the measure ;1 being discrete.
That applies to both (a) (i.e., Example 6.3) and (b) )i.e., Example 6.4). O
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Remark 6.9. || %

The measure p of Example 6.5 is a discrete probability measure

& gof (6.19) satisfies >~ 4. g(w) =1
& g of (6.22) satisfies ) 4. pofw} =1

Thus, it is easy to derive Theorem 5.2 on p.111 and Corollary 5.1 from Examples 6.3-6.5. [

Next, we consider what happens in Example 6.5if g(w) =14+(w) =1, forw € A*, and 0, else. Then

wA) = 3 1= ]AnAT

wEANA*

In other words, p(A) counts how many elements of A* fall into A.

Definition 6.9 (Counting measure). *

Let (©,5) be a measurable space, A* # () a countable subset of
(@) We call the measure X, on §, defined by

S.(A4) = |AN A"

the counting measure on § with respect to A*.

(c) If no reference to a o—algebra is made, we set § := 2% O

(b) In particular, if @ C Rand A* = N, we call X, the standard counting measure on 3.

Example 6.6. || % | Here are some examples for the counting measure.

@ (2,3 =(R,2%), 4*=N: @2,([3,5]) =3 @%.(3,5]) =1 @ Zu([-7,¢]) =2

5. ([~ e U{-8,23,354,}) =4.

) =
b) (2,3 =R,2R), A*=Z @%(3,5]) =3 @32.(3,5) =1 @ .(-m,e]) =6

B X ([-me]U{-8,2,3,35,4,}) =09.

(c) Given the measurable space (R?,83) and @ = (1,0, 5), let 7 be the counting measure

on {d}. The symbols need not be 2, §, A*, %!

[ 04(R%) = 04([0.8,1]x] — 1, 1[x{5,9}) = 6:(@) = 1 @ 55(([0, 5

@ BeB3 = §53(B) = 15(@) = 1ifad € B and 0 otherwise.

1)) =0

(d) We generalize (c) as follows. Given an arbitrary set Q2 and wy € €2, let 4, be the
counting measure on {wp}. No o—algebra § was mentioned, so § = 28 Then

1
BACQ = 6,(A) = 1a(wo), Lo, dug(A) =

ifu)OGA,
0, 1fw0¢A

Since 0, (2) = 1, 4., is a probability measure on 2. It often is referred to as the

unit mass at wg. [

Here are two not very useful measures which are easy to understand.

Example 6.7. || %
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One can easily verify that the following set functions j; and pg define measures on an arbitrary
nonempty set ) with an arbitrary o-algebra §.

(6.23) pui1(A) =0 forall A €, zero measure or Null measure
(6.24) p2(0) = 0; u(A) == oo if A#0.

Keep the second example in mind when you work with non—finite measures. [

Remark 6.10. || *

(1) We emphasize that the only difference between (general) measures and probability mea-
sures is that the latter must assign a measure of one to the entire space (2.

(2) Many things that apply to probabilities can be extended to general measures, and this
will matter to us even if we are only interested in probability spaces, since will see in the
context of the expectation E[Y] of a random variable Y/, that assignments of the form

1 ifweA,

A— E[X- 1 h Ac d1l =
[ 4] where Fand 14(w) {0 fud A

i.e., 14 is the indicator function of A, define a measure on (€2, §).
(3) A measure space can support many different measures: If ;s is a measure on § and o > 0
then ap : A — au(A) also is a measure on §. [

The following generalizes Fact 5.1 on p.115 from probability measures to o—finite measures (and
thus to all reasonable measures).

Fact 6.1. || % | For the following, note that the sets J, . .., Jg were defined in Example 5.8 on p.114.

o LetTJ =T5o0rJ = TJg. Let the function jip : I — [0,00[ (so E € T = puo(E) < 00) satisfy
po(0) = 0, po(RY) = 1 and o—additivity on 3: E,, € J disjoint such that

E = Lﬂ E,eJ = NO(E) = Z NO(En)'
neN neN

Then g can be uniquely extended to a measure on B¢, the Borel sets of RY.

o One can drop the requirement that jo(A) < oo for all A € 3, but then the extension i is no
more guaranteed to be unique.
e Note that for d = 1, the following sets are equal: J5 =71, Jg = T4, Bl =B. O

Here is a simple consequence of the monotone convergence theorem for Lebesgue integrals.

Theorem 6.6. || %

Let f : R™ — R be nonnegative and Borel-measurable. Then the set function
(6.25) p:Bt—0,00], p(d) = / fdx?
A

defines a measure on B,
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PROOQOF: We must show that
(1) p(A) >0for A € B,
2 w@=0),
(3) If A,Bc®B%and A C B, then u(A) < u(B),

(@) If A; € B? are mutually disjoint (j € N), then p <L+Jj Aj> = > n(A4;).
jEN
Sincely =0, 1p - f = 0. Thus

(D) :/lw.fd)\d :/Od/\d = 0.

This proves (2). To show (1) and (3), we will use the monotonicity of the Lebesgue integral: 7*

14-f>0onR? = 0 = /Od)\d < /IA-fd)\d = u(A). This proves (1).

ACB = 1,-f<1p-fonR? = u(A) = /lA-fd)\d < /lB-fdAd = u(B).
This proves (3). It remains to prove oc—additivity. Let
B, = L-ijAj, B = H—JA]- = UB]-, gn = 1p, f, g = 1pf.
i<n JEN JEN
We claim that

(6.26) 0<gntgasn—oo, ie, 0< g,(%) 1 g(&), foreach ¥ e R%

(A) First, let 7 ¢ B.

Then 15, (%) =15(¥) =0 = ¢,(Z) = g(&) = 0, for all n, it follows that g, (Z) = ¢(Z).
(B) Now we assume that 7 € B.

Since B = J,, Bn, ¥ € By, for some index ng. Since B,, 1, & € Bj for all j > ny.
Thus g;(Z) = g(Z) for all j > ng. Of course, ny will vary with Z, but that is OK.

We have shown for both cases (A) and (B) that g, (Z) = ¢(%) for large enough n.
Moreover, B,, T implies g, = 1p, 1. We have shown that g, (Z) 1 g(Z) for all Z.
Finally, note that 15, > 0and f >0 = g, =1p,f > 0. We have shown (6.26).

We apply the definitions of g, and g to (6.26) and obtain

0 < lya,j<n)f =1, f =90 T g = 1S = Lya,jenf-

We apply the monotone convergence property of Lebesgue integrals, 7> and obtain

62 [lgmuenfd 1t [ggensax = [ jaxt = (W 4,).

WlA;:7eN] JeN

Since the A; are disjoint, 1y4,.jenj = Y. 1a,. By Linearity IT of Lebesgue integrals 7® plus (6.27),
ji<n

7see Theorem 4.5(b) on p.94
"see Theorem 4.5(d) on p.94
76see Theorem 4.5(c) on p.94
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3 u(4y) = Z/f g, dN = / (Zf . 1Aj) N = /1H[Aj:j§n]fdxd 4 ﬂ( H Aj) .
j=1 j=1 jEN
We have shown that y also is o—additive. It follows that x4 is a measure. W

The next theorem corresponds to Theorem 5.1 on p.109. But note the additional requirement

u(B1) < oo for the case of nonincreasing sequences of measurable sets. It makes (6.29) significantly
different from the corresponding formula (5.16) for probability measures.

Theorem 6.7 (Continuity property of measures). || %

Let (2, F, i) be a measure space. If A,,, By, € §, then the following is true:

(6.28) At = P(Ay) T u (U An> :
neN

(6.29) B, | and u(By) < co = P(B,) | P (ﬂ Bn> .
neN

PROOF: The proof of (6.28) is very similar to that of thm-x:prob-meas-continuity-prop:eqn01 (for
probability measures) and left as an exercise.

Proof of (6.29) — Outline: Modify the proof of (5.16) as follows:
e Replace all complements U C with set differencesB; \ U.
o Use therelation u(U)+ u(B1\U) = pu(B)) < oo instead of P(U)+P(UY)=1. W

Proposition 6.3. Let (2, §, ) be a measure space and (Y, §') a measurable space.

Let f: Q — ' be (§,5') measurable. Then the set function
(6.30) pr:F —[0,00; A = p{feA} = p{lweQ: fw)e A’}

defines a measure on (S, §'). Moreover, if ju is a probability measure on §, i.e., u(Q = 1), then g
is a probability measure on §'.

PROOF: |[%1| ps(0) =0, since f~1(0) =0, and y is a measure.

We show here in detail that uy is monotone: A" C B' = py(A") < py(B'), for all A, B" € §.
According to Proposition 2.7 on p.44, A’ C B’ implies f~*(A’) C f~1(B’). Since x is a measure, this
implies p(f~1(A4")) < p(f~H(B'), i.e., by definition of puy, py(A") < ps(B')

The proof that 17 (4, Bn) = >, 1f(By) for any disjoint sequence B,, € §', is just as simple, since
the order of taking preimages and unions can be switched. See Theorem 2.2 (f ! is compatible with
all basic set ops) on p.45. W

Definition 6.10 (Image measure). || %

153 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

(1) We call the measure iy of Proposition 6.3 the image measure of ; under f or the
measure induced by ;2 and f.

(2)  We now switch notation from f and yx to the more customary X and P for the sake
of clarity. In the case of a random element X on a probability space (£, §, P) with
codomain (€, §’), we call the image measure Py of P under X which is, according
to (6.30), given by

(6.31) Px(B) := P{X e B} = P{weQ: X(w) € B}, (BeBY
the probability distribution or simply the distribution of X. [

Remark 6.11. | % | Except for the added measurability conditions (which you may ignore if you

like), the definition above of a probability distribution matches that of Definition 5.13 (Probability
Distribution) on p.124. [

6.3 Abstract Integrals

This chapter is very selective and incomplete at this point in time. Additions will be made

as time allows.

Introduction 6.3. In Chapter 4 (Calculus Extensions) we introduced the Lebesgue integral, [ fd\?,
as an extension of the Riemann integral, [ f(Z)dZ, to a larger class of integrands. In practice, all
functions one deals with are Riemann integrable. What then is the purpose of the Lebesgue integral
as an alternate definition?

The answer is that the Lebesgue integral allows the mathematician to prove certain assertions that
are of huge practical importance. We mention the monotone convergence property. /7 It was used
to show that A — [, fd\? defines a measure, 7 but it also is useful in practical applications that
require computing certain integrals.

Only a fairly limited amount of changes in that theory is needed to define integrals | fdu of real
valued functions f with respect to an abstract measure .

Even though all definitions, theorems, and remarks make extensive use of o—algebras, they
can be ignored by the student who is not interested in understanding the proof. The reasons
have been stated more than once already:

e All sets A that occur in practice can be assigned a measure p(A), in particular, a

probability P(A) or Lebesgue measure \%(A).
e No matter what kind of measurable space (€2, §) is considered one can act as if §) =
2€ the collection of all subsets of Q. O

The next definition corresponds to Definition 4.4 on p.88.

"see Theorem 4.5(d) on p.94
8see Theorem 6.6 on p.151
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Definition 6.11 (Abstract integral for simple functions). |8 | Let (2, T, 1) be a measure space 7

LetneN, Ay,...,A, €5, c1,...,¢p, € [0,00[ Let

n

Fr@8m —R  flw) =) claw).

J=1

The abstract integral aka integral of the simple function f with respect to p is

(632) [tin = [ 1@in) = [fu) = Y ou4). O
j=1

Proposition 6.4. || %

Let (Q,F, 1) be a measure space. Let f, gn, hn = (Q, T, 1) — R be nonnegative, (§, B')measurable
functions. Assume further that the functions gy, and h,, are simple. Then the following is true:

(6.33) If gt f and hy, T f, then 1i_>m /gndu = lim [ hydu.

n—00

PROOF: B

By Theorem 6.2 on p.139, any nonnegative and (§, B'!)measurable function f can be approximated
from below by a sequence of nonnegative, simple functions f,,. There potentially is a huge number
of such function sequences, but the previous proposition shows that 1i_>m [ fndu does not depend

on the particular approximating sequence. This enables us to make the next definition, which is the
counterpart of Definition 4.5 (Lebesgue integral) on p.90

Definition 6.12 (Abstract integral for measurable functions). || %

(@) Let (2, §, ) be a measure space, f, fn: (2,3, 1) — R (F, B!)measurable, and assume
that the functions f,, are simple and e either 0 < f,, 1 f eor 0> f, | f. Then

(6.34) /fdu = li\m /fndu
is called the abstract integral aka integral of f with respectto u. O

(b) Let (2, §, ) be a measure space and f : (2,5, 1) — R (F,B!)measurable, such that
e both fT and f~ are limits of nondecreasing sequences of simple functions > 0;

e atleastone of [ fTdu, [ f~du is finite. (According to (a), those integrals exist, but
neither of them was guaranteed to be finite.)

Then we define the abstract integral aka integral of f with respect to 1, as the expression

(6:35) [ran = [t =dn = [rran- [ an.

79

see Definition 6.8 (Abstract measures) on p.148
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(c) We call a real-valued function f p—integrable, if [ f du exists and is finite. O

Remark 6.12. |[%| Note that [ fdu may be infinite, even for simple and bounded f.

As an example, let Q := {0}, § = {0, {0} }, 1 the measure defined by p(0) = 0 and x({0}) = oco. 3
oo, if f(0)>0,

Since 0 - oo = 0, 8 /fdu = f(0)-p{0} = < —o0, if f(0) <O,
0, if f(0) =0.

Accordingly, some care must be exercised when defining the integral for functions which can take
both positive and negative values. [

Assumption 6.1.

Unless explicitly stated otherwise, we assume the following for the remainder of this chap-
ter (Chapter 6 (Advanced Topics — Measure and Probability)).
e The underlying measurable space is (€2, §).

e The underlying measure is .
e “measurable” means “(F, B!)measurable”. [

Here are some simple examples for integrals [Y dP = [Y(w) P(dw) of a random variable Y with
respect to a probability measure P.

We state again that you may assume that the probabilities of all events exist and therefore can ignore
the o—-algebras.

Example 6.8. Assume that Y : (Q2,§, P) = R is arandom variable on a probability space (2, §, P)
which only takes finitely many distinct values, c¢i,..., ¢y, ie., Y(w) € {c1,...,¢,}, forall w € Q.
Note the following. If ¢; > 0 for all j, then such Y is a simple function in standard form, in the
sense of Definition 6.2 (Simple Function on (2) on p.138, since

Y(w)=c¢; & we{Y =¢} = Y ¢} Thus, YV = ch 14, with A; ={Y =¢;}.
j=1

(@) Ifcj > 0forall j, then (6.32) directly applies and

/YdP = P(4)) = > ¢P{Y =¢}.
j=1 j=1
(b) Otherwise, [1,...,n]z=JWJy,where jeJ; = ¢; >0, and jeJo = ¢ <0.
Convince yourself that Y = 3 ¢;jly—.), and Y~ = 3} (—¢;) 1iy—,. Thus,

J€N JEJ2
n
/YdP = /Y*dP — /Y‘dP = Y ¢P{Y =c¢;} = ) (—¢j)P{Y =¢;} = > ¢;P{Y =¢;}.
jER € =

8see Example 6.7 on p.150
815ee Remark 2.8 (Extended real numbers arithmetic) on p-28
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(c) In particular, assume that Y represents the toss of a fair coin which is marked 0 on one
side and 1 on the other. Then %2

Y =0-1yy—gy + 1-1y—1y = 1y} -

Thus, /de = /1-1{y_1}dP =1.P{Y=1} = 05. O

Example 6.9. Assume that Y : (Q2,§, P) = R is a random variable on a probability space (€2, §, P)
which only takes countably many distinct values, c1, ca, . ... We also assume that c; > 0, for all j.

Then YV = Y ¢jliy_y- Thus, ¥, := ) ¢l TV,
j=1 j=1
By Example 6.8(a), /YndP = chP{Y =cj}.
j=1

By Definition 6.12 (Abstract integral for measurable functions) on p.155, / YdP = lim | Y,dP.

n—o0

Thus, as expected, /YdP = Z ¢ P{Y =¢;}.
j=1
. < 1\’
For example, assume that ¢; = j and P(4;) = (1/2)/,forall j € N. ¥ Then [YdP = j <2> :
j=1
In Section 9.3 (Geometric + Negative Binomial + Hypergeometric Distributions) we will learn that
Y has a geom(1/2) distribution. Also, the proof of Theorem 9.12 in that section (see p.201) shows

o0 1 J
that > j (2> =2.Thus, [YdP =2. O
j=1

Here are some simple examples for integrals with respect to discrete measures.

Example 6.10. Assume that f: (Q,F, ) = R is a measurable function on a measure space (2, §, i)
which only takes finitely many distinct values, c1, ..., ¢y, ie., f(w) € {c1,..., ¢y}, forallw € Q. Such
f is a simple function in standard form.

(@) Ifc; > 0forall j, then (6.32) directly applies and

/fdﬂ = Y uldy) = Y eulf=¢}.
j=1 j=1
(b) Otherwise, 1,...,k|z=JiWJy,where jeJ, = ¢; >0, and j€ J; = ¢; <O0.
Since f+ = Z le{f:Cj}/ and fm = Z (—Cj)l{f:c]-},

jen Jj€J2

n

[tin = [rrau= [ran = Y euls=c) - Y epuls =} = Y emlf=c). O

jeN1 jEJ2 7=1

82WWe will call Y in Definition 9.4 (Bernoulli trials and variables) on p.197 a 0-1 encoded Bernoulli trial

00 1 J
8Then P(Q) = > <§) = 1 (geometric series). We see that indeed the measure P is a probability measure.
Jj=1
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Example 6.11. Assume that f: (2, §, 1) — R only takes countably many distinct values, 1, ca, . . ..
We also assume that ¢; > 0, for all j.

Then f =Y ¢jlyy_cy. Thus, fu =Y ¢ilpoy T f.

j=1 j=1

By Example 6.10(a), /fndu = ch,u{f =cj}.

i=1

By Definition 6.12 (Abstract integral for measurable functions) on p.155, / fdp = 1i_>m / fnd .

Thus, as expected, /fd,u = ch,u{f:cj}. O

Jj=1

Example 6.12. Assume that A* = {w;, wo, ... } isa countable subset of a set {2 and X, is the counting

measure on 2‘ with respect to A*: p{w;} = 1forall j, and u (A*E) =0.
Let f: (©,§, 1) = R suchthat f(w;) > 0forall j,and f(w) = 0forw ¢ A*. For all j, let ¢; := f(wj).

(@) If ¢; # O for only finitely many j, say, ¢; = 0 for j > n, then f = >_ ¢;1y,,. is simple.
i=1
Thus,

/de* = ZCj E*{w]'} = ZCJ'
j=1 j=1
(b) Otherwise (c; # 0 for infinitely many j), f, := Zn: ¢jly,y T f,and
j=1

/de* = ¢ w} =D ¢
s =

We see that abstract integrals with respect to counting measure simply becomes summation. [J

The next theorem and subsequent definition correspond to Theorem 4.4 and Definition 4.7. See
pages 93 and 93.

Theorem 6.8. | %" | abstract integrals satisfy the following.

Let A € § and assume that f is (T, B')measurable. Then
(a) If /fd,u exists, then /lAfdu exists.
(b) If fis u—integrable, then 14 f is p—integrable.

PROOF: W

This last theorem allows us to make the following definition.
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Definition 6.13. || %

Let A € § and assume that f is a measurable function on (€2, §, i), for which the abstract
integral | fdu exists. The abstract integral of f on A or over A is defined by the expression

(6:36) [ taw = [ fine) = [ f@ma) = [1asdu.

We say that f is y—integrable on A, if [, f dyu exists and is finite. [

The next proposition and subsequent theorem correspond to Proposition 4.2 (Integrability criterion)
on p.94 and Theorem 4.5 on p.94.

Proposition 6.5 (Integrability criterion). | %" | Let f be a measurable function and A € §. Then

fis integrableon A & /\f|du<oo & both/f*dp<oo and/fd,u<oo.
A A A

PROOF: ®

Theorem 6.9. |[x" | Assume that f,g, f1, f2, ... are measurable functions, c,c1,c2,--- € R, and A € §.
Then p—integrals on A satisfy the following.

(a) Positivity: /Odu =0; f>0omA = /fd,u >0,
A A
(b) Monotonicity: p{w e A: f(w) > g(w)} =0 = /fd,u < /gd,u.
A A
In particular, f<gonA = /fd,u < /gd,u,
A A

and also, p{we A: f(w) #gw)} =0 = /Afd,u = /Agdy.

(b) Linearity I: f, g integrableon A = /(fj:g)du :/fd,uj:/gd,u
A A A

and also, /A(cf)d,u = c/Afd,u.

Linearity IL: f, ..., f, integrable = / (Z fj) du =Y ¢ / fi du.
A N4 , A
J=1 g=1
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(d) Monotone Convergence: Assumethat0 < fi < fo<---,0>¢g1>g2>---
Then / fndup T / sup fn dp and /gndu 1 / (inf gn> dp asn — oo.
neN A A \neN

(e)  Dominated Convergence: Assume that

o lim f,exists, o f, <gforallneN, g du < oo.
n— o0

;>\

Then lim /fndu / hm fn dp as n — oo.

PROOF: W

Remark 6.13. | % | We recall Fubini’s Theorem for Lebesgue integrals (Theorem 4.6 on p.95):
Letd;,ds € Nand d := dy + dy. Let A; € B% and A, € B%. Note that

(1) R4 = ROtz — RUiyRE  (2) Ajx Ay € BB (3) AY(A;xAy) = A1(A4;)-N2(4y).

Let f:R?Y—R, ie, f:R% xR¥® — R, be Borel measurable and \%~integrable. Then
[ @) - | < | 1@ Ad2<dy>> N (d7)
B1xBsy By By

- /32 (/Bl £(,9) )\dl(df)> A% (dg) .

One can show the following relation for the Borel o-algebras B¢, B9, and B dz;

(6.37)

(6.38) Let BU @ B := o{A; x Ay : A} € BU, Ay € B} Then B @ B2 = Bh+dz,

£“" 4

Since “x” occurs in (3), it seems reasonable to replace the symbol \¢ with the symbol A% x \92:
(3a) \(A] x Ap) = A x A2(A; x Ag) = A1 (A1) - \2(4y).

This, with (1) (2) and (6.38), means that

(6.39) (R?, 8¢ A) = (RN x R2, B9 @ B2 N\ x (%)

The general setting for Fubini’s Theorem is obtained as follows. Let

(1, 81, p1), (2, F2, p2)

be two measure spaces with c—finite measures p; and po. 84 We replace
(@ (R%, B4 \) with the measure space (1, §1, p1),
(R, 8392 \%2) with the measure space (Q2, &2, p2),
(b) the cartesian product R% x R% with the cartesian product Qg x Qy,
(c) the definition of B ® B9 in (6.38) with the definition

(6.40) §1®F2 = o{A1 x Ay + Ay € §1, Az € 5o},

8 s—finiteness is a very technical condition. It means that one can find two sequences A, € §1 and B,, € §2 such that
(An) < coandp(Bn) < oo foralln, and Qi =J,, An, Q2 = J,, Bn. See Definition 6.8 (Abstract measures) on p.148.
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(d) the “product measure” A% x \%2(A; x As) = A1 (A7) - A\%2(As) with the measure

(641) M1 X 2 31 ®32 — [0, OO] ; A1 X A2 = 1 X IUQ(Al X AQ) = /,Ll(Al) . ,LLQ(AQ) .

Here, A; € §1 and A € Jo. Thus, (6.41) defines p1; x p2(A) only for measurable rectangles,
Aj x Ay. However, one can show that 11 X ps can be extended to a measure on all of §1 ® §o,
and that this extension is unique. [J

Definition 6.14 (Product measure space). |[%| The following is based on Remark 6.13.

Let (21,81, 1) and (21, §1, 1) be measure spaces with o—finite measures y1, po. Let
(6.42) 1 ®F2 = o{A1 x Ay : Aj € §1, Az € Fa}.

Let p1 x p2:§1 ® F2 — [0, 00| be the measure which is uniquely determined by
(6.43) 1 X po(Ar X Ag) = pi(Ay) - ua(Ag), for A; € § and As € §o.

We call the measure space (21 x Q2,81 ® F2, 11 X p2) the product measure space aka
product space of the factors (21, §1, 11) and (1,51, 11), F1 @ §2 the product o-algebra of
the factors §1 and §2, and p; X po the product measure of the factors p; and po.

There are alternate ways to denote integrals with respect to 111 x fio.

/fd,ul X plg = /f(w17w2)d/£1 X o (w1, w2)
(6.44)

= | flwi,wa) 1 x po(d(wr,we)) = /f(w17w2)u1 X po(dwr, dws)

See (6.32) and (6.36). O

Theorem 6.10 (Fubini’s theorem for abstract integrals). | %

Let (1,81, p1) and (1, §1, 1) be measure spaces with o—finite measures puy, j12. Let
f : (Ql X 92,31 X 3’2, 1 X ,U,Q) — R; (W]_,WQ) —> f(wl,LUQ), be 51 ® Sg—measumble.

Assume that f is nonnegative and/or (pu; X po)-integrable, and that Ay € §1, Az € §2. Then

/Amfdm X iy = /A </AQfdu2> dyi
= /A2 (Alfdu1>duz.

When we supply the arguments, wy and wo, (6.45) reads

(6.45)
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/ f(wi,wa) 1 X pg (d(wr, w2)) / < f (w1, w2 Mdz(dw2)> pd, (dwr)
(646) Al XAQ Al A2
— [ (] onn) (o)) ).
Ay \JA;
PROOF: ®
Remark 6.14. || % || One can defined product measure spaces
(g X X D, 1@+ @ F, 11 X -0+ X pi2)
and Fubini’s theorem for more than two factors. O
6.4 The ILMD Method
Introduction 6.4. || %
The abstract integral was defined or computed in the following stages:
(2) For simple functions f(w chl 4;(w), we defined / fdp = Zc] u(A

j=1
(3) For any nonnegative (measurable) function f, choose simple functions 0 < f,, 1 f.

By monotone convergence, fdp = 1i_>m fnd p.
(4) For arbitrary (measurable) f = f™ — f~ such that / frdp < ooor / fdp < oo,

we defined /fdu = /f+du — /f_du.
Note that replacing f and f,, with f14 and f,14, A € §, also covers [ 4 dp

Why is (1) missing? We reserve that case for particularly simple simple functions, the indicator
functions. We could have preceded Definition 6.11 (Abstract integral for simple functions) on p.155,
which handles (2), by the following.

(1) For A € §, define /lAd/,L = u(4).

This section describes a general method for proving statements that are about integrals. [J

Remark 6.15 (The ILMD Mehod). |[ % | If one wants to prove a theorem in which integration plays

a central role, the following procedure, which we call the ILMD method, 85 often is successful.

SWhen googling the phrase “ILMD Mehod”, the author found the following result:
e The Improved Local Mean Decomposition (ILMD) is employed to decompose remanufacturing cost time
series data into several components with smooth, periodic fluctuation and use this as input.
So be sure to explain the term when you use it in discussions with others! Other authors use different terms. For
example, [11] Shreve, Steve: Stochastic Calculus for Finance II: Continuous-Time Models refers to the ILMD method as
the “Standard Machine”.
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Prove the statement for integrands which are Elndicator functions 1 4(w).
nearity of the integral (Theorem 6.9(b) on p.159 often extends the result to simple
functions at little or no cost.

onotone convergence (Theorem 6.9(c) on p.159 often extends the result to non-

negative integrands at little or no cost.

Writing f as the Elifference of two nonnegative functions, e.g., f = f+ — f~,
extends the result to general integrands. This might prove more difficult than the
preceding two steps, since expressions of the form oo — oo must be avoided. O

The proof of the next theorem demonstrates the usefulness of ILMD. We state again that you can
ignore the o—algebras and assume that every function is measurable and 1(A) is defined for every
set A.

Theorem 6.11 (Integrals under Transforms). |7 | Let (2, §, i) be a measure space and let (Y, F') be a

measurable space. Assume that f : Q — ' is (§, &' )—measurable. and g : Q' — R is (§', B')—measurable.
s denotes the image measure of jn under f on §'. It was defined in Definition 6.10 on p.153 as

pp(A) = p{f e A} = u(f71(4)).

If g > 0or go fis integrable then

640 [goran= [gau. ie, [ g(f@)du) = [ o) dus(e).

PROQOF:
Step 1. Assume that g = 14 for some A’ € §'. Note that
1y(fw) =1 & flwed & we fHA).
Thus,
[ (@) du) = [ 17100 dulw) = (57 A) = () = |
Q Q

o 1a(w') dpg(w').

This proves (6.47) for g = 14/.

Step 2. Let g > 0 be a simple functiong = ) cjla (n€N,c; >0,A4; € F). It then follows from the
j=1

linearity of the integral and what we obtained in step 1, that

Step 3. Assume that g is a nonnegative, (g, B!)-measurable function. Let (g,), be a sequence of
simple functions such that g, 1 ¢g. By Step 2 and the monotone convergence property,

/QQOfdu = lim anOfdu = nlggo/ggnduf = /ngdﬂf-

163 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Step 4. Since the proof is finished for g > 0, we may From now on assume that g o f is y—integrable,
ie, both [(go f)Tdu < coand [(go f)"du < co. We have shown in step 3 that the nonnegative
functions g* o f and g~ o f satisfy

(6.48) /g+0fdu = / 9" duy, /g‘Ofdu = / g~ duy,
Q Q Q Q

We also have

(g7 o fllw) =g
(7o NHw) = g (fw) = [9(f(W)]” = [(ge Hw)] = (90 /)" (w).
It follows that

(6.49)

[gestan = [@opyan+ [(gonam
D [ ondu+ [0 N

(6.48) _
= /9+dﬂf‘|‘/ g9~ duy.
94 Q

All quantities here are finite since [(g o f)Tdu < oo and [(g o f)"du < co. We thus may subtract

and obtain
/gOfdu =/ 9" duy —/ g dpy. W
Q Q/ (94

We also use the ILMD method to prove the next theorem.

Theorem 6.12. || %

Let (2, §, i) be a measure space and let f be a nonnegative, real-valued, Borel-measurable function
on (2, §, ). Let v be the measure defined by

(6.50) v(A) = /Afdu

(see Theorem 6.6 on p.151). Further, let ¢ be a real-valued, Borel-measurable function on €, such
that ¢ > 0 or ¢ is v—integrable. Then

(6.51) /A oy = /A Ty /A () v(dw) = /A () () pldw); A€,

PROOQOF:
Step 1. We prove formula (6.51) for indicator functions. Assume that ¢ = 1p for some B € §. Then

/gpdy = /lAleV = /lAdeV = v(ANB)
A

= Amed,U—/lAledﬂ— /AledM—/AsOfdu-
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Thus, (6.51) holds for ¢ = 1p.

Step 2. linearity of the integral allows to extend the formula from indicator functions to simple
n

functions ¢ =} ¢;jl4, (n € N,c; > 0, 4; € F).
j=1

Step 3. Assume that ¢ is a nonnegative, § — —5! measurable function. 0 < ¢,, T ¢ a sequence of
simple functions. By the monotone convergence property, (6.51) is true for .

Step 4. Since the proof is done for ¢ > 0, we now assume that ¢ = ™ — ¢~ is v-integrable. By
linearity, the integral of a difference is the difference of the integrals. We obtain

/sodv =/sa+dv—/s0‘dv e /90+-fdu—/so‘-fdu
A A A A A

—/A(W—so)-fdu = /ASO'fdﬂ- u

6.5 Expectation and Variance as Probability Measure Integrals

Introduction 6.5. || *

We have defined the abstract integral [ Y'dP for random variables Y defined on any kind of prob-
ability space, (€2, §, P). We will attach some meaning to this expression as an average of sorts, and
why it will be called the expected value aka expectation of Y. We will also do this for the variance of
Y. This characteristic of Y is defined as the integral [ go YdP = [ g(Y (w))P(dw), where g : R — R
is the function g(y) = (y — [ YdP)%. O

Definition 6.15 (Expected value of a random variable).

Let Y be a random variable on a probability space (€2, ,P).

(@) Wecall
(6.52) E[Y] = /YdP
the expected value, also expectation or mean of Y.
(b) We call
(6.53) VarlY] := E[Y — E[Y])] = /(Y — E[Y])?dP

the variance, of Y.
() Wecall SD[Y] := oy := /Var[Y] The standard deviation of Y. [

Remark 6.16. || % | Some notes on notation.
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o Itis OK to write E(Y'), Var(Y),SD(Y) for E[Y], Var[Y], SD[Y]. This could even be a very
good idea if to have an expression with nested brackets and use alternating delimiters to
make it easier to “unpack” that expression.

e Theuse of 0(Y) and o[Y] rather than subscripting oy is discouraged since this might lead to
confusion with o{Y}, the c—algebra generated by Y. By the way, this is the reason why this
author chose o{Y } rather than ¢(Y'), a symbol that is quite popular to denote the o—algebra
generated by Y. [

You may recall from integral calculus the following mean value theorem. If f is (Riemann) inte-
grable on [a,b] and «, 5 € R such that a < f(z) < g for a < z < b, then there is o < v < 8 such
that

b
v o= / f()dt = o fdx'.

b—a a Al[av b] [a,b]

The meaning is intuitively clear, at least if f > 0. We rewrite this equation

b
| st =500

and we see that v is determined by having the area between the graph of f, the horizontal axis, and
the vertical lines through a and b equal to the area of a rectangle of width b —a and height v —0 = ~

In that sense, [, f dA' /A[a, b] is a good middle value or mean for the values that f can take.

Remark 6.17. | /%1 | We can generalize what we just mentioned to any measure p instead of A! and
set A € Q instead of an interval [a, b] C R Assuming that 0 < u(A) < oo,

(1A>/Afdu

is a good middle value for f. In particular, if we have a probability measure P, a random variable
Y, and the event A = ), then

1
Q)/QYdP — E[Y]

is a good mean value for the random variable Y.

Remark 6.18. || % Let us assume that Y is a discrete random variable. In other words, there is a

countable set B* C R such that Py (B*) = P(Y~}(B*)) = 1). See, e.g., Proposition 5.5 on p.127. For

ye B letA,:={Y =y}. Then Y(w)= > yla,(w) forwe A" := |f A,
yeB* yeB*

Since P((A ) =0, o dP = [,.---dP. Wejustsaw that Y = >~ ylu, on A*. Thus,
yeB*

659 Bl = [var = [(X ) = S ur(r i) = 3 vl

yeB* yeB* yeB*

Let g : R — R be a Borel function which is nonnegative or such that [ go YdP < oc.
Since Py ((B*)Y) =0 and g(§) = 3 1g,(7), for j € B*, we see that
yeB*
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(6.55) /gdPy - /B*gdPy - /( 3 g(y)l{y}) APy .

yeB*

We apply Theorem 6.11 (Integrals under Transforms) on p.163 to We obtain

©59 ooy = [govar = [gare = [( 3 sting)an 2 3 swpris).

yeB* yEB*

In particular, if g(y) = (y — E[Y])?,

(6.57) Var[Y] = /(Y—E[Y])QdP = > (- EN)*Pr{y}. O

Remark 6.19. | % || In Chapter 10 (Continuous Random Variables), a continuous random variable

Y on a probability space (2,5, P) will be defined as one which possesses a “density”. A density
for Y is a Borel function

fr :R—R; vy fr(y),

which, for all intervals |a, b], satisfies

b
Py(a b)) = Pla<Y <b} = / oy = [t andtnes, Aem) = [ pan,

] Ja,b]

Since the distribution Py is uniquely determined by those values Py (]a, b)), it is the measure
Py :B' = 0,1]; B~ Py(B) = / fyd\', (Be 3.
B

By Theorem 6.12 on p.164,

(658) Joary = [g-rant = [~ gwnway.
We apply Theorem 6.11 (Integrals under Transforms) on p.163 and obtain
658 [
659) Blgov] = [govar = [gar 2 [" g)pay. ©
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7 Combinatorial Analysis

In many important cases we find ourselves in the situation of Example 5.6 on p.107, where we have
a finite probability space (€2, P), in which each outcome w € 2 as equal probability

1
and thus, for each event A C (),
A

Hence, all we need to determine P(A), is the knowledge of how to count the elements of 2 and of
A. Combinatorial analysis, also called combinatorics, , is a branch of mathematics that provides us
with tools to accomplish that task.

7.1 The Multiplication Rule

The first result is known under names such as the basic principle of counting ([8] Ross, Sheldon M.:
A First Course in Probability, 3rd edition) and the mn rule (WMS text).

Theorem 7.1 (Multiplication rule).

(A) Assume that two actions A and B are performed such that
o the first one has m outcomes, {ai,az,...,am},
e the second one has n outcomes {b1,ba, ..., by} for each outcome of the first one.

o Then the number of combined outcomes (a;,b;) is mn.

(B) Generalization. Assume that k actions Ay, ..., Ay are performed such that
action Ay has nq outcomes, {agl), agl), e a;?},
action Ao has no outcomes, {agz), aég), e a%)} for each outcome of Ay,
action As has ns outcomes, {ag?’), aég), e agf?} for each combined outcome (1, x2), where

x1 1s one of the Aj—outcomes and x5 is one of the As—outcomes,

action Ay, has ny, outcomes, {agk), aék), el ag?} for each combined outcome (z1, x2, Tj—1),
where each x; is one of the Aj—outcomes, i.e., z; is one of agj . aﬁf;.).

e Then there are ny - ngy - - - ny, combined outcomes (x1,xa, ..., Tk).
Here, each x; is one of the n; outcomes agj), s a,(%.) of Aj.

PROOF: We identify the actions with their outcomes, i.e., we define

Ay = {d?,. a9, for j=1,2,.. k.

n

Now, the multiplication rule merely states that | A; X Ay x --- x A, | = |A1|-|Ag| -+ |An|, and this

is true according to (2.61) on p.52. W
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Example 7.1 (Ross-prob-thy-3ed Example 2c). How many 7-digit license plates can be created if the
first three are letters (CAPS) and the Ist four are digits?

Answer: 263 - 10* = 175,760,000 O

Example 7.2 (Ross-prob-thy-3ed Example 2e). How many different 7—digit license plates can be
created if the first three are letters (CAPS) and the last four are digits and none of those symbols can
be repeated?

Answer: 26 -25-24-10-9-8-7 = 78,624,000 O

Example 7.3. How many 7-digit license plates can be created if the first three are letters (CAPS) and
the last four are digits and none of the letters can be repeated, but the digits can be repeated?

Answer: 26 - 25-24-10* = 26-600 - 10* = 15,600 - 10* = 15,600,000. O

Example 7.4 (Ross-prob-thy-3ed Example 2d). If |2| = n, how many different functions ¢ : Q —
{0, 1}, i.e., how many functions on () that can only take the values 0 and 1, do exist?

Answer: If Q@ = {w;,ws,...,w,}, then

we have 2 choices for the /(w1 ) selection.

For each choice of 1)(wy), there are 2 choices for the 1)(ws) selection.

For each choice of those 9 (w1 )andiy(w2), there are 2 choices for the 1 (ws3) selection.
. _______________________

e For each choice of (w1), ..., ¥ (wy—1), there are 2 choices for the 1(w,,) selection.

Sowehaveatotalof 2-2---2 = 2" selections. [

Example 7.5. If ‘Q‘ = n, how many subsets of 2, including () and 2, do exist?
lénswler: If @ = {w,ws,...,wy}, any subset A C Q) can be uniquely represented by an element
d = d(A) = (di,da,...,d,) of {0,1}" as follows:
o di=1 4 wjecA and d; =0 & w; ¢ A
The assignment F': A +— (i(A) between the subsets of 2 and {0, 1}" is injective:
o If A’ C Qsuchthatd(A) =d(A'), thenw e A< we A,ie, A=A.
F also is surjective: if d(dy, dy, . . ., d,) € {0,1}", then
e B := {wj;:d; =1} (asubset of ) which satisfies F/(A) = d.
Thus, F is a bijection. We illustrate this with the following example. Let © := {w1, w2, w3, wa}.
o A = {wy,w3} = F(41)=(0,1,1,0). Also, F71(0,1,1,0) = {w; : d; =1} = {wa, w3} = A;.

o Ay = {ws} = F(42) =(0,0,0,1). Also, F71(0,0,0,1) = {w;:dj =1} = {ws} = Ay
Since F'is a bijection, there are as many subsets of () as there are vectors

d(A) = (dy,ds, . .., dy) of zeros and ones of length n. And how many are those?

we have 2 choices for d;: either d; = 0or d; = 1.
For each of those choices: either do = 0 or dy = 1.

e For each of those 2"~! choices [d; = Oord; =1 (j = 1,2,...,n—1)]: either d, = 0 or
d, = 1.
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Thus, we have 2-2---2 = 2™ choices. O

7.2 Permutations

Definition 7.1 (WMS Ch.02.6, Definition 2.7 - Permutation).

An ordered arrangement of r distinct objects is called a permutation of size r. The number
of ways of ordering n distinct objects taken r at a time will be designated by the symbol ;.
U

Theorem 7.2 (WMS Ch.02.6, Theorem 2.2).

(7.1) P'=nn-1)n-2)-(n—r+1) =

r

Here, n! (“n factorial”) is defined as follows.

(7.2) o Jnn=1)---2-1, ifneN,
' . 17 ifn:().

PROOF: We can consider each permutation as the result of the following actions A, ..., A4,.

e A is the selection of the first item. Since all n items are available for selection, A; has n
outcomes.

o A, is the selection of the second item. Since one item was already selected and duplicates
are not allowed, only n — 1 items are available for selection. Thus, A has n — 1 outcomes.

e A, is the selection of item 7. Since r — 1 items have been previously selected and duplicates
are not allowed, only n — (r — 1) = n — r + 1 items are available for selection. Thus, A, has
n —r + 1 outcomes.

It follows from the multiplication rule that there are n(n — 1) - - - (n — r + 1) different ways to select
r items without repeating a selection, i.e., of obtaining a permutation of size r of those n items. W

Problem 7.1 (WMS Ch.02.8, Example 2.8). The names of 3 employees are to be randomly drawn,
without replacement, from a bowl containing the names of 30 employees of a small company. The
person whose name is drawn first receives $100, and the individuals whose names are drawn sec-
ond and third receive $50 and $25, respectively. How many sample points are associated with this
experiment?

Solution: Because the prizes awarded are different, the number of sample points is the number of
ordered arrangements of r = 3 out of the possible n = 30 names. Thus, the number of sample
points in S is

30!

PV = ﬁ = (30)(29)(28) = 24,360. O
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Example 7.6. Jenny has collected 20 post cards, all of them different:
e 4 from France, e 2from Peru, e 8from Japan, e 6 from Kenia.

She wants to place them into 4 numbered boxes according to their country of origin.

(A) Jenny considers two arrangements different if, say, Esteban’s card takes a different spot in the
Peru box, but she does not care whether the Peru cards end up in box #1 or #2 or #3 or #4. How
many different arrangements are possible?

Answer:

4 choices for France card #1,

3 choices for France card #2 (into the same box),
2 choices for France card #3 (into the same box),
1 choice for France card #4 (into the same box).

Thus, there are 4! choices for the France cards.

For each one of those 4! choices we obtain in a similar manner that there are 2! choices for

Peru.

e For each one of those 4! - 2! choices we obtain in a similar manner that there are 8! choices
for Japan.

e For each one of those 4! - 2! - 8! choices we obtain in a similar manner that there are 6! choices

for Kenia.

Thus, 4! - 2! - 8! - 6! different arrangements are possible.

(B) As before, Jenny considers two arrangements different if, say, Esteban’s card takes a different
spot in the Peru box. But this time it also matters in which box a country’s cards are placed.. How
many different arrangements are possible now?

Answer: There are 4! permutations of the 4 boxes. This amounts to 4! rearrangements of each choice
made in (A). Thus, 4! - 2! - 8! - 6! - 4! arrangements are possible. [J

7.3 Combinations, Binomial and Multinomial Coefficients

In Example 7.5 on p.169, a simple application of the multiplication rule showed the following:
If Q is a set of finite size, then its powerset 2% (i.e., the set of all subsets of 2), has size ‘29‘ = 2le,
A related question would be the following:

e How many subsets of 2 have size k?

Examining how many permutations of size k can be obtained from the elements w1, ws, . . . ,w, might
not be a bad idea, since permutations of distinct items remain free of duplicates, just as we require
for (sub—)sets. But rearrangements of the order in which the elements wy,,,wp,, . ..,wy,, of such a
subset lead to different permutations although the subset remains the same, since the order of the
elements of a set is disregarded.

Thus, we must divide P}, the number of permutations of size k of the elements of (2, by the number
of rearrangements that one can obtain from a given set of its members. Since that number is P} = k!,
we have obtained the following result.

Theorem 7.3.
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Let 0 < k < n. A set of size n has
n!

kl(n— k)"

subsets of size k.

PROOF: There are P}’ = n(n —1)---,(n — k + 1) permutations of size k that can be obtained from
the n (distinct!) elements wy,ws, ..., w, of Q. Let A := {wp,,wn,, - .., wn, } be such a permutation.

There are Pk’f = k! rearrangements of wy,,, Wn,, . . . , Wy, . Since order does not matter in sets (and their
subsets), each one of those k! permutations forms one and the same set A.

To say this differently, the number P}’ was obtained by counting each size k subset k! times.
Thus, we must divide PJ* by PF to obtain the number of subsets of size k. We obtain

Ly nn—1)---(n+k—1) _ nn—1)---(n—(k—1)) (n—k)! n!

PF k! k! (n—k)! K-k

This proves the theorem. W

Selections of size k from a collection of n distinct objects disregarding the order in which those &
items were selected (as is the case when selecting a subset of size k from a set of size n > k,) are so
important when counting is involved that they deserve a name of their own. For the following see
also WMS Ch.02.6, Definition 2.8.

Definition 7.2 (Number of combinations).

We call the number of selections of size k from a collection of n distinct items when the
order in which those k items were selected is ignored, the number of combinations of n
objects taken k at a time. We write (}}) for this number. [

Remark 7.1.
(a) Some texts also use the symbol C}! instead of (Z) This is considered outdated terminology.
(b) We emphasize that both are true: (})
= number of selections of size k from n distinct items when disregarding order
= number of subsets of size k of a set of size n. [

Theorem 7.4.
Given are n items of which ny are alike, ng are alike, . .., n, are alike (ny + - - - + n, = n).
Then the number of distinguishable arrangements of those n items is
n . n!
ni,ng,...ny)  nilng! - nl’
PROOF:
o We tag the group 1 items as mgl), xél), e %(111),
e the group 2 items as xSQ), :cg), e ,:U%),
@ == e e e e e - e - - - - - -
e thegroupritemsas {2\ ... a7,
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to make all n items artificially distinguishable. We have learned that there are n! permutations.

When we only keep the superscripts that indicate the group but we remove the subscripts, since in
truth items belonging the same group cannot be distinguished, there will be a lot less arrangements
that are distinct.

To fix the ideas, assume that group 2 has 4 members and we have an arrangement

Arr#1: * x % x:(f) * KX K K K 1:52) :Uf) * * * *x?) * *

and that we have another arrangement

(2) (2) .(2) (2)

ATT#2: % % ok Ty Kk ok ok ok Kk Ty Ty Kk ok ok x Ty Kk ok

where all items that do not belong to group 2 (the ones marked “x”) occupy the same column in
both arrangements. To put it differently, we obtained Arr #2 from Arr #1 by permuting the items in
group 2 and leaving all other items in place.

In total there are ny! = 4! = 24 such permutations. Let us consider one of them as special. For
example, this one,

(2)

2 2) (2
Arr #5: ***azg)*****xg)xg)****% * *

where the group 2 items are arranged, left to right, in increasing order of their subscripts.

We go through all n! permutations and discard all those where the group 2 items are ordered dif-

ferently from x?) , :):(22), aci(f), xf).

!
Then only n—' arrangements remain,
ng.
but for those the artificial distinction which was introduced by the subscipts is gone in group 2.
We repeat the above procedure to those survivors, but for group 1. We discard all those where the
group 1 items are not ordered xﬁ”, :L‘gl), ce x;ﬁ)

n!

Then only arrangements remain,

’I’LQ!TLl.

but for those the artificial distinction which was introduced by the subscipts is gone in groups 1 and
2.

We keep going with the remaining groups.

n!

Then only arrangements remain,

nl! 712! tee nT!
but for those the artificial distinction which was introduced by the subscipts is gone in all r groups.

It follows that there are n! /(ni!ny!- - - n,!) different arrangements if we cannot distinguish the items
belonging to the same group. W

Example 7.7. How many distinct permutations are there of the word SHANANANANA
Answer: We designate Groups 1-4 according to the letters S, H, A, N.
Then ny = ny = 1,n3 = 5,n4 = 4. Further,n = 1+ 1 + 5 + 4 = 11. Thus, there are
11! 11-10-9-8-7-6 11-10-9-8-7-6
— = —11-10-9.7-2 = 1
5l 411111 4.3.2 3(4-2) 0-9-7 3,860

distinguishable arrangements of the word SHANANANANA. O
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Definition 7.3 (Multinomial coefficients).

The numbers

n n!
(7.3) = —
NNy -« Ny nilng! -« n,!

that appear in Theorem 7.4 are called multinomial coefficients. If r = 2, then there is some
integer 0 < k£ < n such that n; = k£ and ny = n — k. We write

(7.4) (Z) = kxnéik»! dor <k,;i—k>

and speak of binomial coefficients. Convention: We define (}) := 0 for k > n. O

Example 7.8. For the variables A, H, N, S, what is the coefficient of (A + H + N + S)!! for

5 factors A, 1 factor H, 4 factors N, 1 factor S?

Answer: Forng = 5,ng = 1,ny = 4,ng = 1 the coefficient is

11 11!
7. = =1 .
73) <5,1,4,1> 51114111 3,860

There is a connection to Example 7.7 on p.173. One of the 13, 860 products obtained by multiplying
the factors listed in (7.5)is S-H-A-N-A-N-A-N-A-N-A.
e Ithas the following in common with the other 13, 859 products: They all consist of 5 symbols
A, 1symbol H, 4 symbols N, 1 symbol S.
e The other 13, 859 products differ from S-H-A-N-A-N-A-N-A-N - Aas follows: At
least one of the 11 positions contains a different symbol
Thus, if we identify S-H-A-N-A-N-A-N-A-N-A with the word “SHANANANANA”,
we found out that there are exactly ( '1 1) = 13,860 different words that can be formed from the

5,1,4,1
letters found in “SHANANANANA". That is the same result as that in Example 7.7! [

The next theorem explains the appropriateness of the previous definition.

Theorem 7.5.

Letr,n € Nsuchr < nand x1,xs,...2, €R. Then

n n
(7.6) (J:1+:1:2+---+:Eq~) = E < )x?leQ"'fE?’".
ny,ng,...Nyp
N1,...,nr >0
ni+---+nr=n

In particular, if r = 2, we obtain the binomial theorem:

n
(:cl + $2)n = Z (?) le a:;_j .
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PROOF:
First, we show that the case n = 2 follows from 7.6.
Since ni,ng > 0and ny+ne =n = 0 < n; < nandny = n—ny, writing j for n; yields the binomial
theorem formula.
To prove the first formula, We start by "multiplying out" the product
(14 +-4a)" = (wr+aot-Fa)(mr+aa+-Fz) (vt ot +a)
and obtain in the resulting expansion terms of the form

ai -az---a, such thateach factor a; is either x; or x5 ... or z,.

In the following we consider the sizes n{,ns, ..., n, as fixed

Note that it is not possible to obtain two selections
a = (a1,as,...,a,) and b= (b1,ba,...,by) suchthat a; =b; forallj.

The reason: We multiply out the n factors (xl 4+ mr) in such a way that for no two of the resulting
products we picked the same variable z; in each one of those n factors (xl 4+ xr)

But then the following is true if we consider such a selection as a word a;as . . . a, where each lettter
is one of x1 or x5 ... or ,. Any two of those words are distinguishable even though some or all of
the letters z; can occur multiple times.

For example, if n = 7,71 = 2,n0 = 3,n3 = 2 and we write X for x;, Y for x5, Z for 3, we
have this situation.

The word YXZZYY X is formed only once. But of course, we obtain other words with the
same sizes n;, e.g. the rearrangement ZY XZY XY which is distinguishable from the first
word.

Thus, in the general case, there are as many terms in the expansion of (z1+z2+---+2,)" containing
each symbol z; exactly n; times as there are distinguishable “words” that contain each z; exactly
n; times. According to Theorem 7.4, there are

< n > n!
ny,No,...N, ni!ng! -+ n,!
such terms. Since this is the number of times the product z{'z5? - - - ]~ occurs in the expansion of
(z1 + a2 + -+ +2,)", it follows that
n n ni ,.n2 n
(l‘1+ZL‘2+-~'+IT) = Z ey ey A
ny,ng,...Ny
Ny, p >0

ni+-+ny=n

Theorem 7.6.

Given are n distinct items and r distinct bins of fixed sizes ny, na, . . ., ny such that ny+- - -+n, = n.
Then the number of distinguishable placements of the n items into those r bins, when disregarding
the order in which the items were placed into any one of those bins, is

< n ) B n!
NL,N, . .. Ny ni!'ng! - ny!
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The proof is given after the following example which will help clarify how to interpret Theorem 7.6.

Example 7.9. Given are a list of n = 7 items and r = 3 bins as follows.

The 7 items are a, b, ¢, d, e, f, g.

Bin 1 has size 2, bin 2 has size 3, bin 3 has size 2 (thusn =2+3+3=17).

Arr #1: bin 1 has b, ¢, bin 2 has e, a, g, bin 3 has f, d

Arr #2: bin 1 has ¢,b, bin 2 has a, g, e, bin 3 has d, f

Arr #3: bin 1 has b, d, bin 2 has a, g, ¢, bin 3 has ¢, f

Then Arr #1 and Arr #2 are considered the same since each bin contains the same items.
Only their order is different.

e On the other hand, both Arr #1 and Arr #2 both are considered different from Arr #3 since,
e.g., bin 1 contains item d for #3, but bin 1 does not contain item d for the other two arrange-
ments. [

PROOF of Theorem 7.6:
The proof is very similar to that of Theorem 7.4, so we keep the discussion brief.

e For each one of the n! permutations of all n items, there are n;! — 1 others which possess
the same n; elements in bin 1, only differently ordered, but have exactly the same item at
each other of the remaining n — n; spots. Removing those duplicates leaves us with n!/n;!
arrangements.

e Of those n!/n;! arrangements, there are ny! — 1 others which possess the same ns elements in
bin 2, only differently ordered, but have exactly the same item at each other of the remaining
n — ni — ng spots. Removing those duplicates leaves us with n!/(n;!ny!) arrangements.

n! arrange
b1 &

e Having removed the duplicates from bins 1 through k — 1, we are left with —""—
ments. For each one of those there are n;! — 1 others which possess the same 7, elements in
bin k, only differently ordered. Removing those duplicates leaves us with !-nk arrange-
ments.

e For any two surviving arrangements the following is true: There is at least one bin that does

not contain the same elements (possibly rearranged) for both those arrangements.

n
nyl-

to make all n items artificially distinguishable. We have learned that there are n! permutations.

When we only keep the superscripts that indicate the group but we remove the subscripts, since in
truth items belonging the same group cannot be distinguished, there will be a lot less arrangements
that are distinct.

To fix the ideas, assume that group 2 has 4 members and we have an arrangement

Arr#l: x x % x§2) * K K K K xg2) wf) * * x *x§2) * *

and that we have another arrangement

(2) (2) .(2) (2)

Arr#2: % x *x )7 Kk Kk Kk ok Kk Ty Ty Kk ok ok KTy Kk Kk

where all items that do not belong to group 2 (the ones marked “x”) occupy the same column in
both arrangements. To put it differently, we obtained Arr #2 from Arr #1 by permuting the items in
group 2 and leaving all other items in place.
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In total there are ny! = 4! = 24 such permutations. Let us consider one of them as special. For
example, this one,

(2)

2 2) (2
Arr #5: ***xg)*****xg)xé)****xll * *

where the group 2 items are arranged, left to right, in increasing order of their subscripts.
We go through all n! permutations and discard all those where the group 2 items are ordered dif-

ferently from x§2) , méz), :1::())2), xf).

n! .
Then only — arrangements remain,
ng.

but for those the artificial distinction which was introduced by the subscipts is gone in group 2.

We repeat the above procedure to those survivors, but for group 1. We discard all those where the

group 1 items are not ordered a:gl) ) a:gl), cey :r%ll)

n!

Then only arrangements remain,

n2!n1!

but for those the artificial distinction coming from the subscipts is gone in groups 1 and 2.

We keep going with the remaining groups....

n!

In the end only arrangements remain,

m!ng! c -nT!

but for those the artificial distinction which was introduced by the subscipts is gone in all » groups.

It follows that there are n! /(ni!ny!- - - n,!) different arrangements if we cannot distinguish the items
belonging to the same group. W

Proposition 7.1.

r—

(A) There are (n ) distinct integer—valued vectors ¥ = (a:l, To,. .. ,:c,«) such that
1+ 22+ -+, =1 and x; >0,i=1,...,7.

+r—=1\ ., .. . .
(B) There are (n " ] > distinct integer—valued vectors i = (yl, Yo, . .. ,yr) such that
—

i+t ty=n  and y;>0,i=1,...,r.

PROOF of (A):
Each such equation corresponds to an arrangement of n symbols ® which denote the numbers
1,2,...,nin sequence, and r — 1 bars | which are places in-between those symbols, in such a way,

that no two bars are adjacent. For example, the arrangement
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expresses the equation 2 + 4 + 3 = 9. In the general case, one or zero bars can be placed in the n — 1
gaps between the n bullets:

(A) ROV OeEROeRVeReR O - ReoeR e

Thus, there are as many different integer equations as there are ways to select  — 1 of those n — 1
gaps for the r — 1 bars. This number is (" }).

r—1
FIRST PROOF of (B):
An equation ) y; = n;y; > 0 of part (B) becomes an equation
— :

j= J
setting z; := y; + 1.

xj =n+r;x; > 0 of part (A), by
=1

T T
In reverse, equation ) | x; = n+r;x; > 0 of part (A) becomes an equation ) y; = n;y; > 0 of part
j=1 J=1
(B), by setting y; := x; — 1.

-
We have shown in (A) that there are (”jﬁ;l) different equations of the form ) z; = n+r;z; > 0.
=1

Thus, there also that many of the form ) y; = n;y; > 0. This proves (B).

j=1
ALTERNATE PROOF of (B): We add two more placeholders ® for the separating bars. One to the
left of the leftmost bullet and another to the right of the rightmost bullet. The condition y; > 0
instead of x; > 0 implies that each one of those placeholders can be occupied by as few as zero bars
and as many as all  — 1 bars. To put it differently, any combination of bullets and bars is admissible.

We create a tagged list of n + r — 1 distinct placeholders for both bullets and bars and select » — 1
of them for the bars. Obviously, the order of the bars does not matter. Thus there are (”jﬁ;l) such
selections. W

Consider the issue of distributing n indistinguishable items into r distinct bins where bin; contains
0 < n; < nitems and the n; are allowed to vary for different selections. (Of course, n1+: - -+n, = n.)

Then each such selection corresponds to an integer vector 77 = (n1, ..., n,) which is a solution of the
T
equation | n; =n;n; > 0.
J=1

If we demand in addition that each bin contains at least one item, then each such selection corre-
T

sponds to an integer vector 77 = (n1,...,n,) which is a solution of the equation ) n; = n;n; > 0.
Jj=1

We obtain from Proposition 7.1 the following.

Proposition 7.2.

(A) There are <n

bin contains at least one item.

1) ways to select n indistinguishable items into r distinct bins such that each

n+r—1

(B) There are (
r—1

) ways to select n indistinguishable items into r distinct bins.

PROOF: This follows from from Proposition 7.1. W
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Example 7.10. Mother Jones’ cookies and the stars & bars examples:

e How many ways are there to give 10 cookies to 4 kids if each one gets at least one cookie?
A:Thereare (', "') = (9-8-7)/(3-2-1) = 84 ways.

e How many ways are there to separate 6 stars by two bars into three parts, if one or more of
those parts may contain zero stars? A: There are (6;:311) =(8-7)/(2-1) =28 ways. O

Here is another example that employs binomial coefficients.

Example 7.11 (Ross-prob-thy-3ed Example 4c). Given are n antennas of which d are defective. They
will be arranged in a linear order and will relay signals. This chain will not function if two or more
defective items are placed next to each other.

How many ways are there to arrange the antennas so that we obtain a functioning arrangement?

Answer: We denote the n — d working antennas by the ® symbol, separate them by bullets e and
add one e each to the left of the leftmost and to the right of the rightmost.

e e eReReROeR O - ReR e

Then the functioning relays are precisely those where one or zero defective antennas are placed at
each one of those e spots. Each such placement corresponds to a selection of size d of those n —d +1
bullets: The selected spots will get a defective antenna and nothing will happen to the others.

n—d-+1

Thus, there are < d

> functioning arrangements. [J

Problem 7.2. A lottery is held among N participants. There are K drawings in which a prize is
given away. (K < N). In each drawing, each participant has an equal chance of obtaining the prize.
(Thus, it is possible, though unlikely, that one single person walks away with all K prizes.) Amanda
is one of the participants. What is the probability that she will walk away with exactly k prizes? Of
course, (k < K).

Solution:
(@) There are N different selections for drawing #1.
(b) Each one of those has N selections for drawing #2. Thus, there are N2 different ways
to distribute the first two prizes
(¢) Each one of those N2 has N selections for drawing #3. Thus, there are NV 3 different
ways to distribute the first 3 prizes .....
d .. Thus, there are N¥ different ways to distribute all K prizes .....

It follows that the sample space (2 has size N Since all drawings are done at random, all outcomes
w € N are equally likely. Thus, P{w} = 1/(N¥) for all w. Note that an outcome w € 2 is of the form

(%) w = (i1,42,...,ik) : prize 1 goes to person iy, ... prize K goes to person i

o Let A:= {Jane getsexactly k prizes }.
Assume that the outcomes w and w’ are as follows:
e w: participant i; gets prize j; and i gets prize jo
e Wi participant i; gets prize jo and iy gets prize j;
o There is no difference how other K — 2 prizes were awarded.
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Even though order matters, we only are able to distinguish the outcomes w and «’ if j; and j; are
given to different persons. Otherwise all K slots of both w and v’ are identical, i.e., w = w'.

Thus, there are (only) as many different ways to give k of the K prizes to Jane as there are ways to
select k of K items DISREGARDING ORDER. That number is (¥).

Next, consider that each one of those (Ik( ) ways of designing k of the K slots of an outcome w to Jane
must be complemented by filling each one of the remaining K — k slots with one of the other V —1
participants. This time we CANNOT DISREGARD ORDER. See the discussion above concerning
the outcomes w and w'.
o We repeat the reasoning of (a) — (d) to V — 1 instead of IV choices for those K — k
instead of k& drawings and see that there are (N — 1)X~* possible selections.
e Theevent A consists all outcomes obtained by matching any one of those (N —1)%~*
selections wih any one of the ([k( ) ways of allocating k prizes to Jane.

e By the multiplication rule, |A| = <I]§> (N — 1)Kk,
K
()
e Since all outcomes are equally likely, P(A) = Q = NE . O

We summarize the results of Theorem 7.4, Theorem 7.6, Proposition 7.1, and Proposition 7.2.

Remark 7.2. The multinomial coefficients

n B n!
ning---Ng nl!ngl---nk!'

of Definition 7.3 appear in the following settings:

Distinct selections of n items of which n are alike, no are alike, ..., n; are alike.
Example: different rearrangements of the word “BANANA".
They are coefficients in the expansion of (371 + 290+ --- a:k)n

Selections of n distinct items into k distinct bins of fixed sizes ny, ..., ny, disregard-
ing order within each bin. That is the WMS definition in their Theorem 2.3 of Ch.02.6.
Il
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8 More on Probability

This chapter corresponds to material found in WMS ch.2

8.1 Total Probability and Bayes Formula

Theorem 8.1 (Total Probability and Bayes Formula % ).

Assume that {B1, Bo, ... } is a partition of 2 and that A C Q. such that P(Bj) > 0 for all j. Then

(8.1) P(A) = > P(A| B)) P(B;).
j=1

(8.2) P(Bj|A) = OOP(A | B;)P(B;) . (Bayes formula)
ZIP(A | Bi) P(Bi)

1=

Note that the above also covers finite partitions { By, Ba, . .., By} of Q: apply the formulas with
By = Bpyo = ---:=10.

PROOF: Since (B;); partitions Q2 (AN B;); partitions A. Thus, A = [J;(A N B;). Thus,

[e.9] [e.o]

P(A) =) P(ANnBj). = Y P(A|B;)P(B)).
j=1 j=1

This proves (8.1). To prove (8.2), we apply to its right-hand side the already proven (8.1). We obtain
P(A| Bj)P(B;) _ P(A|Bj)P(B;) _ P(AN Bj)

S° P(A| By) P(B;) N P(A) - T PA) P(B;|A). &
=1

When working with conditional probabilities, in particular when one wants to apply the Bayes for-
mula, it often is convenient to work with tree diagrams. This is demonstrated in the next example.

Problem 8.1. It has been established that 40% of all jobs for college graduates are in the technology
sector. Of those college graduates who work in technology, one quarter enjoys listening to classical
music. Of those college graduates who hold other kinds of jobs, one out of three enjoys listening to
classical music.

(a) What is the probability that Pedro neither works in technology, nor listens to classical music?

(b) Harry works in technology. How likely is it that he does not listen to classical music?

() Jane says that she likes classical music. What is the probability that she works in technology?

Solution: We use the following abbreviations:

T:  Works in technology O:  “Other”: does not work in technology
L: Listens to classical music N: Does not listen to classical music

8% Thomas Bayes (1702 - 1761) was an English clergyman and mathematician.
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The information available to us is sufficient to draw the following tree diagram:

a ’P(LﬂT)=1/lO‘

P(T) = 4/10

P(N |T)=3/4

] P(NNT)=3/10 \

] P(LNO) =2/10 \

P(L|0)=1/3

P(0) =6/10

P(N|0)=2/3

] P(NNO)=4/10 ‘

A line segment that connects two nodes indicates conditioning of the right side on the left side. For
example, the node that connects 7" and N signifies that the event N is conditioned on the event
T. P(L | T), the corresponding conditional probability, is attached to the line segment. Note
that this is also true for the two line segments that emanate from €2, since P(T)) = P(T | ) and
P(O) = P(O | Q) Note that T" and O partition 2 and the same is true for L and N.

Tree diagrams can be very convenient because the probability of an intersection is obtained by
multiplying the two probabilities to the left. For example, P(T'N N) = (4/10)(3/4) = 3/10.

Not all the notation is necessary to work with such a diagram. Here is a pared down version:

Let us now discuss the answers to the three problems posed above

(@) What is the probability that Pedro neither works in technology, nor listens to classical music?
e This is the ordinary (no conditioning) probability P(O N N) = 4/10.
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(b) Harry works in technology. How likely is it that he does not listen to classical music?
e We are conditioning on the event 7" and want to compute P(N | T. The diagram shows that
P(N |T)=3/4.

(c) Jane says that she likes classical music. What is the probability that she works in technology?
e We are asking for the conditional probability P(7" | L).

This is a reverse conditioning (Bayes formula problem. The tree diagram makes it easy to find all
the probabilities involved:

e P(T|L)=PTNL)/P(L).

e P(I'NL)=1/10 and P(L) = P(ONL)+P(TNL) = (2+1)/10 = 3/10.

e Thus, P(T'|L)=(1/10)/(3/10) = 1/3.
We continue with some general remarks concerning tree diagrams.

It should be clear how to generalize such diagrams.
One can condition at each stage on more than just two
events. For example, Let us assume the following.

In stage 1, we “condition” Q2 on Q = A; W Ay W A3,

In stage 2, we condition A on Q2 = By W By & B3 W By.
If

0.08
P(As) = 04,

then the resulting tree fragment is to the right. 012

Because (2 = [); By, it is always true that

2 PBiNAY) P4y
2P A = =R = play !

Thus, the sum of the conditional probabilities over all line segment that emanate from a given node
is 1. In the tree excerpt above: that node is A;, = A3 and the sum of the conditional probabilities is

P(Bl|A2) + P(BQ‘AQ) + P(Bg|A2):0.2+O.5+0.3 =1.0

8.2 Sampling and Urn Models With and Without Replacement

The following definition is PRELIMINARY and will be amended in Definition 8.2 (Sampling as a
Random element) below (see p.185).

Definition 8.1.

(@) We call the action of picking n items z1, 2, ..., 2, from a collection of N items a
sampling action of size n. Aternatively, we also use the phrases sampling process
and sampling procedure. Here,n € Nand N € Nor N = oo.

(b) We call the specific outcome of such a sampling action (the list 1, z», ..., x,) a real-
ization of that sampling action. [

(0) Inyetanotherinstance of notational abuse, both the sampling action and an outcome
of this action (a realization) will be referred to as a sample of size n if this does not
lead to any confusion. Note that we had mentioned this previously in Example 1.5
onp.12. [
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Example 8.1. Each of the following can be considered samples.

(a) Drawing blindfolded a ball from an urn that contains NV balls n = 5 times in a row recording
each time the outcome and then replacing the ball (putting it back).

(b) Drawing blindfolded n = 5 balls from an urn that contains N balls in one fell swoop, i.e.,
not replacing any of the balls

(0) Rolling a die twice in a row and recording the outcome.

(d) Selecting in a random fashion n = 2,000 persons from all persons eligible to vote without
replacement, i.e., we want a sample of n distinct voters. Note that IV is huge when compared
to n.

(e) Same as (d), but we only record their voting preference, their annual income and their age
and discard all other data.

(f) Same as (e), but we only record their annual income.

(g) The random numbers generator of a computer creates a sample of n numbers such that they
are uniformly distributed on the interval [0, 1]. ” (Computers can do that!)

Since there are infinitely many such numbers and the computer can generate any one of
them, 88 N = .

(h) A factory mass—produces an item, e.g., screws, at a huge rate per hour. Quality control
randomly picks n = 50 every hour and checks for defective items. Since the number N of
screws from which the sample is obtained is so huge, one can, for all practical purposes, act
as if N = oco. (This will considerably simplify the mathematics involved in computing, e.g.,
the probability that such a sample contains 5 or more defective items) if the rate of defectives
is supposed to be 3.5%.

(i) We write down the numbers 1,2,...,10. Such deterministic sampling is very boring for

a course called “Probability Theory”, because no randomness is involved. Nevertheless,
Definition 8.1 encompasses determininistic sampling. [J

Remark 8.1.

(@) We only are interested in samples that involve randomness. In other words, if there is a set
U such that z; € U for all j, our sample can be modeled, for fixed n, as a random element
X : (Q, P) — U™. Since deterministic samples can be interpreted as functions of w which do
not vary with w, i.e., as constant random elements, they too are covered by Definition 8.1.

(b) Since the “population” from which each item z; = X (w) is sampled is the set U from (a), it
is possible to implement 2 := U” as the carrier set of the probability space (£2, P). In other
words, we could narrow things down to X : (UN,P) — U". Matter of fact, you will be as
specific as you can when trying to find the formula or just the particular number that solves
a given problem.

(c) But there are advantages to refer to an unspecified probability space (2, P) when dealing
with the general theory. A good example are the theorems and definitions about expectation
and variance in MF Chapter 9 (Discrete Random Variables and Random Elements) where
going into specific settings would hinder rather than help the understanding. [J

Here is the promised amended version of Definition 8.1.

87”uniformly distributed” means that the proportion of numbers z; that fall within the interval 0 < a < b < 11is

(approximately) b — a.

8in theory, since there is no such thing as “infinitely many”) in our physical reality
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Definition 8.2 (Sampling as a Random element). Let (2, P) be a probability space. Let U # ) be a
collection of NV items (N € N or N = oo), which we can think of as the “population of interest”. Let
n € N (son < 00), such thatn < N.

(@ Let X :(Q,P) — U" be a random element with codomain U". If we interpret X
as the action of picking n items

= a1,22,..., %0 = X(w) = X1(w), Xa(), ..., Xn(w)

from U, then we call X a sampling action of size n. Aternatively, we also use the
phrases sampling process and sampling procedure.

(b) We call a specific outcome (the list ¥ = (x1,22,...,2,)) a realization of that sam-
pling action. See Example 1.5 on p.12.

Both the sampling action and an outcome of this action (a realization) are called a

sample of size n if the context makes it clear what is being discussed.

(d) If there is a specific #* € U™ such that P{X = #*} = 1, (this certainly is the case if
X (w) = & forallw € ), then we call both the sampling action X and the realization
Z* a deterministic sample. [

Remark 8.2.

(@) You may wonder about the difference between a U"-valued random element and a sample
of n items which are picked from a population U. The answer: Mathematically speaking,
there is no difference whatsoever. It is the interpretation that matters!

(b) Going back to using the terms probability space and sample space interchangeably, this
author likes to think not of (€2, P), but only of (U", P¢) asa sample space. The reason is that
the latter hosts the potential outcomes of the sampling action X. (And yes, the probability
measure Py on that sample space is the distribution of X).

(c) Do those individual sample picks X; happen with or without replacement? In other words,
can the same x € U be picked more than once or are for a fixed w all outcomes distinct? The
answer: The definition does not say. This must always be explicitly stated or known from
the context.

(d) Consider items (d) and (h) of Example 8.1. If N > n, then the computational differences
between selecting the sample with or without replacement are so small that we can assume
sampling with replacement even if the sampled items are not returned to the population
after each pick. This often simplifies the computational effort involved. [

Remark 8.3. We switch focus to the role of proper randomization when picking a sample.

(@) Picking a small size sample that allows us to make inferences to the population from which
it was drawn can require a lot of thought. The budget available for collecting that sample is
often limited and will limit the methods available. Of course, a smaller sample will cost less
than a bigger one if the procedure to collect the data is the same in both cases.

185 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

We fix n € N. What will make the sample representative of the population, i.e.

e what guarantees that the composition of the sample mirrors that of the population?
It certainly will not help if the sample has, e.g., 90% students, whereas the population of
interest only has 20%. So we fix that by establishing quota and requiring the proportion of
students to be 20%. Of course, there is also the ethnic composition of the population that we
want mirrored in the sample. And there is income distribution, gender and 5,000 or more
attributes for which we want to maintain close to identical proportions in the sample.

(b) Clearly, a practical limit to the number of ways a (hopefully small) sample can be partitioned
into “strata” is reached quickly. So we must look for an alternative way to obtain a sample
that is not biased in favor of value v, say “is male” of attribute A (here: gender), when
compared to the proportion in the population. And we need this for all important v and A.

(c) The solution is to make the sample selection as random as possible:

e We pick the first item at random, i.e., with the same chance %,
e Then we pick #2 at random from the remaining N — 1,
e Then we pick #3 at random from the remaining N — 2,
e .... Finally, we pick #n at random from the remaining N — n + 1 items.
Doing so ensures that any collection # = (x1,...,z,) has the same chance of being selected
as any other collection 7’ = (x7,...,z},). By the way, we know that probability:
e If we do not worry about the order in which the n distinct items were selected,
then there are (") different selections and that probability is 1/(").
o If order does matter and we deal with permutations, then the answer is 1/ PZLV .
The degree of randomness obtained by following this procedure prevents any kind of gross
distortion (bias) in the sample.

(d) Would the requirement of (c) that each collection of n items have the same chance to be
drawn as any other such collection be the same as simply asking that each item in the popu-
lation have the same probability, 1/N, of being selected? The answer is NO as Example 8.2
below will show. [

Example 8.2. We have a population of N = 600 students. 100 of them are freshmen, 100 of them
are sophomores, 100 of them are juniors, 100 of them are seniors, 100 of them are first year graduate
students, the others are second year graduate students.

A sample of n = 100 will be selected as follows. A fair die is rolled. If the outcome is 1, all freshmen
will be selected, On a 2, all sophomores will be selected, ..... On a 6, all second year graduate

students will be selected.
e In the resulting sample each student has the same probability 1/6 of being selected.

e But only 6 of the possible ((1588) possible outcomes have a non-zero chance (of 1/6 each) of

being selected: Those where each student belongs to the same group as all the others! [

There is a special name for samples which are collected as outlined in Remark 8.3(c).

Definition 8.3 (Simple Random Sample).
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(@) We call a sampling action of size n (n € N) from a population of size N < oo a simple
random sampling action, in brief, an SRS action, if there are no duplicates allowed
(i.e., we sample without replacement) and each of the potential outcomes has equal
chance of being selected.

(b) Asin Definition 8.2 (Sampling as a Random element), we call both an SRS action and
a realization of this action a simple random sample of size n. (Briefly, an SRS.) [

The generic sounding term “random sample” has a very specific meaning in statistics.

Definition 8.4 (Random Sample).

(@) We call a sampling action of size n (n € N) from a population of size N < oo a
random sampling action, if the picks are independent of each other. See Chapter
5.4 (Independence of Random Elements) for the definition of independent random
elements.

(b) As in Definition 8.2 (Sampling as a Random element), we call both a random sam-
pling action and a realization of this action a random sample of size n. [

SRS amounts to sampling according to Remark 8.3(c). When abstracting from the specifics, this
boils down to being blindfolded and selecting, WITHOUT REPLACEMENT, n well shuffled balls
from an urn containing N numbered balls.

On the other hand, random samples are obtained when those balls are drawn from the urn WITH
REPLACEMENT.

Some authors use the scenario of tickets in a box rather than balls in an urn.

Definition 8.5 (Urn models).

(@) An urn model without replacement describes a mechanism by which a blindfolded
person selects a fixed number of balls from an urn in which the balls have been well
mixed. Note that the resulting realizations will contain no duplicates.

(b) An urn model with replacement describes a mechanism by which a blindfolded
person selects a fixed number of balls from an urn as follows.

(1) The balls are well mixed.

(2) A ball is picked and the outcome is recorded.

(3) The ball is put back into the urn.

(4) Steps (1) through (3) are repeated until all n balls have been selected. [

More material may be added to this section at a later time.
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9 Discrete Random Variables and Random Elements
This chapter corresponds to material found in WMS ch.3

Remark 9.1. There was no need for a specific arrangement x1, z2, ... of the countably many x that
satisfy px (x) > 0 in the series > px (z):
z s.t. px (z)>0
e px(xj) > 0forall j ensures that the value of the series ) | px(z;) does not depend on the
particular order in which the numbers px (x;) are added. See Theorem 3.2 on p.58. See
also Remark 5.3 on p.107, in which this issue was addressed.

However, going forward, there will be series ) a; that do not necessarily satisfy a; > 0 for all j.
An important example for this will be the expected value, E[Y] = >  y- Py(y), of a discrete

y:py (y)>0
random variable Y. See p.190 below, Definition 9.2 (Expected value of a discrete random variable).

Accordingly, the blanket assumption that follows this remark will prove very convenient. [

Assumption 9.1 (All series are absolutely convergent).

We assume the following for the entire remainder of these lecture notes.
e Unless explicitly stated otherwise, all sequences are either known to be absolutely
convergent or assumed to be absolutely convergent.

In particular, if px (z) is the probability mass function of a discrete random element X which
takes values in a set 2, g : @ — R is a real-valued function, and w/, is a sequence in {/,
then we assume that the series Y g(w/,)px(w),) is absolutely convergent. [

9.1 Probability Mass Function and Expectation

We start with a trivial observation.

Proposition 9.1. A real-valued function of a random element is a random variable.

PROOF: Let X : (2, P) — € be a random element on a probability space (2, P) and g : @' — R
be a real-valued function. Then w ~ g(X(w)) is a real-valued function of w, hence it is a random
variable. W

Definition 9.1 (Probability mass function).

For a discrete random element X on ({2, P), define
(9.1) p(z) :=px(z) := Px{z} = P{X =z}

We call px the probability mass function (WMS: probability function ) for X. We also
write PMF for probability mass function. [
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Theorem 9.1.

If px is the probability mass function of a discrete random element X, then

9.2) 0 <px(z) <1; forallx
(9.3) > px(@) =1

z s.t. px (z)>0

Proof: Since 0 < P(A) < 1 for all events A and probability measures P, (9.2) holds true.

Since X is discrete, there is a countable Q* in the codomain of X such that
Px(Y") = P{Xe€Q'} = 1.
Thus, px (z) = Px{z} = 0, for z € (*)F; thus, px(z) > 0 implies 2 € Q*. Thus,

S px(@) < Y pxl(e) = Px(Q) = 1.

z s.t. px (z)>0 ze*

The validity of (9.3) follows. W

Remark 9.2. Assume that px(z) is the probability mass function of a discrete random element X
with values in a set . Then there exists a countable set Q* C ' such that Px(Q*) = 1. Thus, the
probability mass function px (-) of X satisfies

px(x) =0 forall x € (Q*)C
Let g : ' — R be a real-valued function. Clearly,
g(z) -px(z) =0 forall z € (Q*)B

(V* being countable means that Q* = {z1, 2, ...} for some finite or infinite sequence z;. The fol-
lowing is trivial in the finite case, so we confine ourselves to the infinite case, Q* = {z; : j € N}.
For j € N, let a; := g(xj)px(x;). By Assumption 9.1 on p.188, the series ) | a; is absolutely conver-
gent. Hence, its value does not depend on the ordering of the elements of 2*. Thus, we are justified
to write
oo

Z g(x)px(x) rather than Z g(z;)px (z;) ¥

TEN* j=1
We go a step further. Since g(x)px (z) = 0 for z ¢ Q*, we can omit “z € Q*” and write either of the
following:

Y g@px(@) = Y gl@)px(x) = Y gla)px (@)
(94) T e z€eQ

= Y glapx(@) = Y, g@px@) =Y gla)px(x;).
j=1

z:px (z)>0 px (z)>0

%See Remark 3.13 on p.78.
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Choosing g(z) = 1, we can express probabilities involving X as follows. If B C {’, then

(9.5) P{XeB} =Px(B) = > px(®) = > px(x) = >  px@.0

z€EB zeQ*NB z€B,px (z)>0

Problem 9.1. Johnny may choose 2 cookies from a plate with 4 chocolate cookies and 3 oatmeal
cookies We write CC for chocolate cookies and OC for oatmeal cookies. Johnny has no preference
and picks two cookies at random.

Let Y := number of CC chosen by Johnny. Find the PMF py (y) for Y.

Solution:

Note that you were not given the domain (sample space) (.5, P) of the random variable Y. There is

no need to specify it completely. It suffices to know that, since Johnny can choose 2 of the 7 cookies

in (1) ways,

7 7-6 1
@ |5 = (2> =5 = 21. Since selection was at random, P{s} = o1 forall s € S.

The codomain can be any set of numbers that contains 0, 1, 2, because py (y) = P{Y =y} = 0 forall
other numbers y. Thus, our task is to compute py (0), py (1), py (2).

(2) Each selection of y CCs comes with a selection of 2 — y OCs
Thus, there are <4> . (2 3 > ways to select y CCs and 2 — y OCs. (y =0, 1,2.)
Yy -y

4y (3
3) py(0) = (0)21(2) _ 352 _ %’
_ (4)'(3) - 4.3 B 4
py(1) = 1211 -8y
4y (3 .
pr(2) = (2)21(0) - (43 ?)7/2 - % 0

Whereas a PMF is defined for any discrete random element Y, the next definition needs that the
values of Y are numbers.

Definition 9.2 (Expected value of a discrete random variable).

Let Y be a discrete random variable with probability mass function py (y). Then

ElY] := ) ypy(y) = > _yP{Y =y},
)

Y

is called the expected value, also expectation or mean of Y. [J

Remark 9.3.
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A strict definition of E[Y] would explicitly require that the sum )y - py(y) is absolutely
y
convergent, i.e.,

> lulpy(y) < oo

The reason: Only absolute convergence of a series guarantees that its value does not depend
on the order in which the terms are added. As in WMS and according to Assumption 9.1
on p.188, we will quietly asssume that absolute convergence is satisfied for all random
variables for which the expected value is used. [J

Proposition 9.2. |[ %" | Let Ay, As, ..., Ay alist of mutually disjoint events in a probability space (2, P).
Let y1,vy2,...,yn € R. Then

n n
(9.6) E Y ylda | =D yP4)).
j=1 j=1

&Es

# . We may assume that A = (2, since we can add the zero

PROOF: Let Y := ) y;14,; let A :=
i=1 1

J
term 0 -1, to Y if AC £ 0.
We further may assume that all numbers y, . . . , y,, are distinct for the following reason. Assume for
example, that y,, = yn, = yn, = ¥’ and that this is the complete list of indices n; such that y,,, = y/'.
We define A" := A,,, W A,,, ¥ -0 A, . Since

J

k k k
Zynlenj = Zy"lAnj = y’ZIAnj =y 14, Wowa,, =¥ la,
j=1 j=1 j=1

we can replace those terms with duplicate y'—values with the single term ' - 14/
We repeat this procedure with all y—values, even if they occur even once. This way we can write
m m
9.7) Y = Z yilar, where Q= L—Ij A% and all y; are distinct.
j=1 =1

In such a representation of Y, the distinctness of the y, implies that
Yw) =y & wedi & {Y =y} = 4.

In particular, P{Y =y;} = P(A}). Thus,

m
> vl
i=1

In the last step of the proof we bring back the duplicate y—values. As above, we assume that

9.8) E[Y] =E

=Y yP{Y =y} = > yiP{Y =y} = D yiP(A}).
Yy =1 i=1
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Yny = Yny = Un, = yiand A, := A, WA, & -WA,. Then

k k k
yéP(A;) = yz,'P H‘J Anj = yg ZP(Anj) = Zyan(Anj)-
j=1 j=1 j=1
m k
We substitute this result in (9.8) and obtain E[Y] = > > yn, P(Ay,)-
i=1j=1

m k
Since ) is the summation over all complete groups of equal y—values and each ) sums over all
i=1 j=1

items in that group, that double sum equals yjP(Anj ). Thus, E[Y] = > yjP(Anj) .
=1 =1
This proves the proposition. W

Theorem 9.2.

Let Y be a discrete random variable and g : R — R; y — g¢(y) be a real-valued function. Then the
random variable go Y : w — g(Y (w)) has the following expected value:

9.9) Elg(V)] =Y 9@ py(y) = Y _gly) P{Y =y}.

all y all y

PROOF: We give the proof asuming that Y takes only finitely many distinct values y1, 2, ..., ypn. %

Let {21, 22, . .., zm } denote the set of all distinct function values g(y;), ¢ = 1,...,n. In general, m <n
rather than m = n, because is possible for one or more of the arguments y to have the same function
value g(y).

Forj=1,...,m,let
Ij = {ielin]: g(y) =2}
denote the set of all those indices i such that g assigns y; to the same function value z;. Note that

(1) each I; contains at least one index.
(2) The index sets I; form a partition of the indices 7 for the arguments y; of g:

(A) l,n] = LWl W---WL,.
Fori=1,...,nandj=1,...,m,let
B) B ={Y=y} ={weQ:Y(w=y}; C ={Z=z}={weQ:Z(w)=z}.

Sincew € C; & Z(w) = zj ® Y(w) =y; forsomeic [; & we | B, it follows that

i€l;

(C) C; = 4 B:.

i€l

% As an aside, note that y — g() need not be defined for all 4 € R. It suffices that the domain of g contains
Y(Q) ={Y(w) : w € Y(2)}. (The range of the function Y’; see Definition 2.17 on p.33.)

192 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

We have for Y and Z the representations

(D) Z%l{z 2w ZZJIC i Zzglulel Bw) =D %> 1p(w)

j=1 j=1 €l

Here the last equation holds because the indicator function of a disjoint union is the sum of the
indicator functions. That is a triviality which has been noted in (2.67) on p.54.

Since g(y;) = const = z; for all i € I;, we can rewrite that last sum as

(E) ZZQ yz 1B Zg yz 1B

Jj=li€l;

We conclude from (D) and (E) that E[Y] = E

> 9(yils
=1

Finally, we apply Proposition 9.2 on p.191 and obtain, since B; = {Y = y;},

= Zg(yi)P(Bi) = Zg(yi)P{YZyi}~ L
=1 i=1

ALTERNATE PROOF -based on Ch. 6 (Advanced Topics — Measure and Probability):
(9.9) is formula (6.54) of Remark 6.18 on p.166. W

The following corresponds to WMS Theorems 3.4 and 3.5.
Theorem 9.3.

Let c € R, Y be a discrete random variable and g1, g2, gr, : R — R be a list of n real-valued functions.
Then

(9.10) Elc)] = ¢ and E[cY] = cE[Y],
(9.11) Elegi(Y)] = cElg;(Y)].

Further, the random variable

ZgjoY:Q—>R; w%Zgj(Y(w))

j=1 j=1
has the following expected value:

n

= ) ElgjoY].

J=1

(9.12) E !i gjioY
j=1

PROQF: Let Z denote the random variable Z = ¢ : w — ¢, then

1, ify =,

Pz =z = {o, ify e
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Thus, E[Z] = ). z-Pz{z} = c¢-1 = c. This proves the first half of (9.10).
z:Pz{z}>0

For the proof of the second half, note that ¢ = 0 implies ¢Y = 0. Thus, E[cY] = cE[Y] becomes
E[0] = 0, and we covered that case already. So we may assume that ¢ # 0.
LetY :=cY and y/ := cy. Then Y'(w) = ¢/ & Y(w) = %L. Thus, P{Y' =4/} = P{Y = £}. Thus,
/
EleY] =B = Yy - P(Y' =y} = 3o/ - P(¥ =7}

’ ’ ¢
Yy Yy

~

/

=Y e Lopiy=%y = .Yy Py =y} = ¢ E]Y].

Cc

o <

This proves the second half of (9.10). We apply this formula with g;(Y") in place of Y and (9.11)
follows.

Finally, we apply Theorem 9.4 with g; o Y in place of Y;. *! This results in (9.12). B
ALTERNATE PROOF -based on Ch. 6 (Advanced Topics — Measure and Probability):

Since expectations E[Y] are abstract integrals [ Y dP (see Definition 6.15 (Expected value of a ran-
dom variable) on p.165, all assertions follow from Theorem 6.9 on p.159. W

The following cannot be found in the WMS text.

Theorem 9.4.

LetY1,Ys,...,Y, : Q — Rbediscrete random variables which all are defined on the same probability
space (Q, P) (n € N). Then the random variable

Zn:l/j:ﬂ—>R; wHZn:YJ(w)
=1 =1

has the following expected value:

(9.13) E

In other words, the expectation of the sum is the sum of the expectations.

PROOF: |[%| There are finite or infinite sequences z;,y; € R as follows. Let 4; := {X = x;} and

C
Bj :={Y = y;}. Then the A; are disjoint, the B; are disjoint, and A, := (3, Ai)c, , By = <L+Jj Bj)
have probability zero. We may assume that X (w) = 0 for w € A, and Y (w) = 0 for w € B,, since

that does not change any assertions that are based on probabilities, such as the taking of expected
values: Being able to discard the expressions l); 4; and |, B; considerably simplifies the proof.

For example, this assumption allows us to write, without having to exclude any w € €2,

(A) X(w) = Zfril{szi}<w)7 Y(w) = Zyjl{yzyj}(w)'
i J

1The proof of that theorem does not make use of this current one.
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If P{X =0} > 0, then we include 0 as one of the z; and if P{Y = 0} > 0, then we include 0 as one
of the y;. We do so even though 0-1;x_g, = 0-1;y_g) = 0 contributes nothing to those sums, since
then

A; = {X = .%'i}, Bj = {Y = yj}j7 Ci,j = A; N Bj

form partititions W, 4; = WJ; B; = 4, ; Ci,; = Q of Q. Moreover, for each i, j,

LJCZ;C and B; = UC’W’

(B)
which implies 14, = Z l¢,, and 1, Z 1o, -
k

. (A) (B) (A) (B)
Since X = E xilAi = E xilcm. Y = E ylej = E yjlcm.
i 4,J J 4]

and thus, X+Y = inlciyj + Zyjlci,j = Z(l‘l —I—yj)].ci’j,

1] 1, 1,J
tt follows from Prop.9.2 on p.191, that
(©  E[X] =) «P(Cij), E[Y] =Y yP(Ci;), EX+Y] = (zi+y;)P(Cij).
] 1] 1]

We conclude the proof as follows:

(C)
EIX+Y] =) (i +y)P( sz Ci +Zyj © EX]+E)Y]. m
1,J
ALTERNATE PROOF -based on Ch. 6 (Advanced Topics — Measure and Probability):

Since expectations E[Y] are abstract integrals [ Y dP (see Definition 6.15 (Expected value of a ran-
dom variable) on p.165, this follows from the linearity of the [ ...dP. See Theorem 6.9 on p.159.

Remark 9.4.
(1) The last theorem encompasses all variants of Theorem 9.3. For example, (9.12) fol-
lows withY; = g;joY.
(2) The reason that many texts on an undergraduate probability theory do not list this
theorem is that the proof, though elementary, is very tedious and requires working
with the PMF of the random element ¥ = (Y1,...,Y,), given by

pp() = PtYi=uy1,....Yn=yn} O

Variance and standard deviation of a random variable indicate how strongly its distribution is con-
centrated around its expected value.
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Definition 9.3 (Variance and standard deviation of a random variable).

Y be a random variable. The variance of Y is defined as the expected value of (Y — E[Y])2.
In other words,

(9.14) VarlY] := o} = E[(Y — E[Y])?].

We call SD(Y) := oy := y/Var[Y] The standard deviation of Y. [

Theorem 9.5.

If Y is a discrete random variable, then

VarlY] = E[Y?] — (E[Y])>.

PROOF:

Varly] = E[(Y - E[Y])?] = E(Y? - 2(B[Y]Y) + (E[Y])”
=EB(Y?) - @EYDE[Y] + (E[Y])? = E(Y?) - (E[Y])*. ®

Theorem 9.6.

Let Y be a discrete random variable and a,b € R. Then
(9.15) Var[aY +b] =a*Var[Y].

In other words, shifting a random variable by b, leaves its variance unchanged and multiplying it by
a constant multiplies its variance by the square of that constant.

PROOF: We prove this by first showing that, for random variables Y and Y”,
Var[aY] = a*Var[Y] and VarlY' +b] = Var[Y’]

The assertion then follows from replacing Y’ with aY'.
We obtain from (9.10) that

VarlaY] = E[a®Y?] — (E[aY])’ = @®E[Y? — (aE[Y))? = 2(E[Y?] - (E[Y])?) = a*Var[Y].

To prove that Var[Y' + b] = Var[Y’], we observe that for any random variable Z and constant q,
E|Z +a] = E[Z] + Ela] = E[Z] + a. Thus,

VarY' +b) = E [((Y’ +b) — E[Y + b])z}

E [((Y/ +b) — (EY'] + b))ﬂ - E [(Y’ - E[Y’])Q} — Varly']. m
Remark 9.5. Since Va2 = —a for negative numbers a,

(916) OaY :|a’0'y. O

196 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

The following cannot be found in the WMS text.

Theorem 9.7 (Bienaymé formula).

Let Y1,Ys,...,Y, : Q — R be independent discrete random variables which all are defined on the
same probability space (2, P) (n € N). Here we take the naive definition of independence: The
outcomes of any Yy, are not influenced by the outcomes of the other Y;. We will give a formulation of
independence in terms of probabilities in a later chapter. Then

(9.17) Var ZY] — ZV(LT[Yj] .
j=1 j=1

In other words, for independent random variables, the variance of the sum is the sum of the variances.

PROQF: Will be given later as part of Corollary 11.1 (Bienaymé formula for uncorrelated variables)
onp.267. W

Remark 9.6. The independence is necessary, otherwise there are counterexamples:
If Y], = Y5 =Y for some random variable Y, then

VarlY +Y] = Var[2Y]| = 4Var[Y] # Var[Y] + Var[Y]. O

9.2 Bernoulli Variables and the Binomial Distribution

Definition 9.4 (Bernoulli trials and variables).

A Bernoulli trial. is a random element with only two outcomes, such as
[ S (success) or F (failure) [@ T (true) or F (false) @Y (Yes)or N (No) [@1or0
e Wecall p:= P{X =success } the success probability
and ¢:=1-p= P{X =failure } the failure probability of the Bernoulli trial.

If a Bernoulli trial X has numeric outcomes, then we call X a Bernoulli variable.
If those outcomes are 1 and 0, we say that X is a 0-1 encoded Bernoulli trial.
e A Bernoulli sequence is an iid sequence (Def. 5.18 on p.136) of Benoulli trials. [

Remark 9.7.
(a) The entire distribution of a Bernoulli trial is determined by the value of its success probability.
(b) Note that the definition of a Bernoulli sequence (X); implies that

(1) the X; are independent
(2) each Xj has the same success and failure probabilities. We write p and ¢ for those numbers.

(c) Unless stated otherwise, we interpret the value 0 of a 0-1 encoded Bernoulli trial as failure and
the value 1 as success. [
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Theorem 9.8 (Expected value and variance of a 0-1 encoded Bernoulli trial).

Let X be a 0-1 encoded Bernoulli trial with p := P{X = 1}. Then

(9.18) EX] =p and Var[X] = pq.

PROOQOF:
EX] =0¢g+1-p = p.
For the variance, Var[X]| = E[X?] — (E[X])? = E[X?] — p°. Further,

E[X? =0 q+12.p = p
Hence, Var[X] = p—p?> = p(1—p) = pg. A

Definition 9.5 (Binomial Distribution).

Letn € Nand 0 < p < 1. Let Y be a random variable with probability mass function
n —
(9.19) py(y) = (y)py Y.

Then we say that Y has a binomial distribution. with parameters n and p or, in short, a
binom(n, p) distribution. We also say that Y is binom(n, p). O

Remark 9.8. How does one see that py of (9.19) satisfies py (y) > O forally and ), py(y) = 1, ie,
it really is a probability mass function?

o py(y) > 0is true, since p, ¢, () > 0.
e We apply the binomial theorem (see Theorem 7.5) to (p + ¢)" and obtain

1=1" = (p+q" = i(@)p"q”‘j- O

=0 N

Theorem 9.9.

Let X1, X2, Xy, be a Bernoulli sequence of size n with success probability p. Let Y be the number of
successes in that sequence, i.e., Y (w) = number of indices j such that X;(w) = S.
e Then Y is binom(n,p).

PROOF: Clearly,
Yw) =y < {Xj(w) =S for y indices j,

Xj(w) = F forn —yindices j.

Let Z := (z1,...,%,) a vector that consists of y components S and n — y components F'. For such an
arrangement I of y successes and n — y failures, let ny,ns, ny denote the indices for which X,,; = §
and mj, mg, m,_, those indices for which X,,, = F'. Further, let A(Z) denote the event

A(f) = {Xl :l’l,XQ :xz,...,Xn::L’n}.
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Then independence of the Bernoulli trials X; and thus, of the events {X; = z,}, yields

(A) :P{an:S}"'P{Xny:s}'P{Xml :F}"'P{an—y:F} = py'qn—y'

There are as many different vectors z with y successes and n — y failures as there are ways to form

different lists of size n consisting of y items S and n — y items F'. That number is (Z)
We observe that the events A(Z) and A(Z') are disjoint for different # and &, since this means that
there is at least one index jsuch that either z; = S and m; = F or the other way around.

Let us assume that z; = S and 2, = F. If w € A(Z), then X(w) = S But then w ¢ A(%"), since then
Xj(w) would have to be F. Thus, A(Z) N A(Z") = 0. The case that z; = I" and z; = S is handled in
the same fashion. Since

{Y =y} = L-EJA(S?)

where 7 assumes all (Z) arrangements of y successes and n — y failures, it follows that

P{Y =y} = > A@)P(A) @ <Z>pyq”‘y-

This last expression equals the PMF of a binom(n, p) distribution and this concludes the proof. W

Theorem 9.10 (Expected value and variance of a binom(n, p) variable).

Let Y be a binom(n, p) variable. Then

(9.20) E[Y] = np and VarlY] = npq.

PROOF: Let Xj,..., X, be an iid list of 0-1 encoded Bernoulli trials with p := P{X = 1}. Let
Y=Y X ;. according to Theorem 9.8, Theorem 9.4 on p.194, and, since the X; are independent,
i=1

]7
Theorem 9.7 (Bienaymé formula) on p.197,
EY'l = Y EX;] = np and VarlY'] = Y Var[X;] = npq.
j=1 j=1

Further, Y/ = y < exactly y of the X; have outcome y. Thus, Y’ denotes the number of successes
of those Bernoulli trials. Acccording to Theorem 9.9 on p.198, Y’ has a binom(n, p) distribution.

Since expected value and variance of a discrete random variable are determined by its PMF,
ElY] = EY'] = np and Var[Y] = Var[Y] = npq. B

A This is a placeholder for Example 9.1 on p.212, in the addenda to this chapter.
@@Author
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9.3 Geometric + Negative Binomial + Hypergeometric Distributions

Definition 9.6 (Geometric distribution).

A random variable Y is said to have a geometric distribution with parameter 0 < p <1 or,
in short, a geom(p) distribution, if its probability mass functions is as follows:

(9.21) py(y) = ¢ 'p, fory=1,2,3,.... 0O

Theorem 9.11. Let X1, Xo,---: (2, P) — {S, F'} be an infinite Bernoulli sequence with success probability
0<p<1

Let T(§2, P) — N be the random variable

T(w) {smallest integer k > 0 such that Xy (w) = S if such a k exists,
W) =
0, else.

o Then T is geom(p).

PROOF: Since T(w) = n & Xi(w) = Xao(w) = Xp-1(w) = F and X,(w) = S and the
independence of the X; implies that the events {X; = F'}, {Xy, = F'},{X,,—1 = F},{X,, = 5}, are
independent, we obtain
P{X,=F Xo=F,Xp_1=F,X,=8} = P{X;=F}n - {Xpn_1=F} n{X, =5}
=P{X,=F}-P{Xy=F}---P{X, 1=F} -P{X,=S} =¢"'p. B

e
-
=

=1
n

4
)

=
=
=
m

Cumulative Probability
k=
Y

Probability
o
&

e
o
=
P

o
i

0 1 2 3 4 5 6 7 8 9 10

9.2 (Figure). CDF for geom(0.5). ¥
9.1 (Figure). PMF for geom(0.5).

922CDF stands for “cumulative distribution function”. For a random variable Y, its CDF is defined as
Fy(y) := Py(] —o0,y]) = P{Y <y}.

Cumulative distribution functions will be discussed in detail in Chapter 10.1 (Cumulative Distribution Function of a
Random Variable).
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Remark 9.9. In Theorem ?? we wrote 7T'(w) rather than the usual Y (w) for the following reason. If
we interpret the index j of the Bernoulli trial X; as the point in time when the jth trial takes place,
then w — T'(w) represents a random time, the time at which the first success happens. 0O

Theorem 9.12 (WMS Ch.03.5, Theorem 3.8).

If Y is a geom(p) random variable, then

ElY] = -, and  VarlY] =

=
EM"Q

PROOF:
A: Expectation E[Y]:

o0
One can obtain the derivative of the series ) | ¢¥ by differentiating it term-by—term. Since

y=1
d
Y — y—1
dqq Yq )
it follows that
d - y - y—1
(A) 2] =D v
q y=1 y=1
We use (A) as follows.
o) [e’e) ~ 0o 1@ d 0o
E(Y) = upv(y) = D e 'p = p) g = p | D ¢
y=1 y=1 y=1 7 \y=1
:pd< q ) :pl-(l—q) —q(=1) :pi _ 1
dg\1—¢q (1—-q)? . p

B: Variance Var[Y]: %

We compute the variance by again interchanging differentiation and summation. It follows from

2 ,
@qy = yly—1)¢¥ 7,
that
a2 0 , ) - 1 & ot
(B) (2] =2 vy = — > yly-1)p.
¢\ = =~ g

BSource: [6] Kargin, Vladislav: BU Lecture Notes for the Introduction to Probability Course
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We use (B) as follows.

[e.9]

EY(Y -1)] = yly—Dpv(y) = > uly —1y1p—wm§:y
y=1 y=2

o) 2 e}

® y d ) d? < 1 )
=Pq—55 q = P9 535 q = pq- T
dq? yz:; dg? yz:(:) dq?

—q
d< 1 > 2 2 o

=pq - — |\ 77— = P¢-—= = —.
dg \ (1 —q)? p> PP

Since Var[Y] = E[Y? — (E[Y])” = E[Y? — (1/p)? we conclude that

Varly] = (E[Y? — E[Y]) - <]1)> + E[Y] = E[Y(Y —1)] - <;> n 11)
_2 1 p _2-(0-p _ a g
p2 p2 p2 p2 p2

Definition 9.7 (Negative binomial distribution). ||

A random variable Y has a negative binomial distribution with parameters p and r if

—1
(9.22) py(y) = (i_l)prqyr, where reN, y=r,r+1,r+2,..., 0<p<1.0O

This last definition has been marked as |[% | , so you are not expected to recall py from memory.

In contrast, the next theorem is NOT optional.

Theorem 9.13. Let X1, Xo,---: (2, P) — {S, F'} be an infinite Bernoulli sequence with success probability
0<p<1

Let t; <ty < --- be the subsequence of those indices at which a success happens. In other words,

Xo(w) S = success if nisoneofty,ta,...,
w =
" F = failure, else.

Two points to note:

o There will be different subsequences t1,ts, ... for different arquments w € 2. In other words, we
are dealing with a sequence of random variables(!)

tl = Tl(w), tQ = Tg(w), t3 = Tg(w), e

o It is possible that we are dealing with an w for which there are only 18 successes in the entire

(infinite) sequence X (w), Xa(w), .. .. In this case, we define Thg(w) = Tho(w) = - - - = 0.
More generally, if r € N and the sequence X;(w), Xo(w), ... has less than r successes, we define
T (w) = oo.
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Now that we have defined T, = T, (w), we are ready to state the theorem.

o The random variable T, has a negative binomial distribution with parameters p and r.

PROOF: We define the following events.

o A :={T, =t} = {success #r happens at time ¢ }
e B := { there are r — 1 successes before t }
o ( := {X; =success } = { thereisasuccessatt}

Note that B only depends on the random variables X1, ..., X;—1 and C only depends on X;.

Since the X; are independent, B and C are independent. Thus, P(BNC) = P(B)-P(C). Moreover,
A= BnNC, since a moment’s reflection shows that

e success #r happens at time ¢ < there are r — 1 successes before ¢t and a success happens at .
Thus, P(A) = P(B) - P(C). From all the above, it follows that

(%) P{T, =t} =P(A) = P(B)-P(C) = P(B) - P{X; = success }.

Since the number of successes up to time ¢ — 1follows a binom(¢ — 1,p) distribution and X; is
Bernoulli with success probability p, we see that

P(B) = <::1>pr—lq(t—1)—(r—1) = <::1>p”_1qt_’" and P{X; = success } = p.

It follows from (%) that
— — _ t=1\ t—r o _ t=1\ .
pr.(t) = P{T, =t} —(T_l)p ¢ "p = (T_1>p q".

This matches (??)f Definition 9.7 (Negative binomial distribution) on p.202 if we replace 7, with Y’
and t withy. B

Remark 9.10. If we think of the indices n of the sequence X, as points in time, we can interpret the
random variables T1, T, . . . as follows.

e T, is the time of the rth success in the underlying Bernoulli sequence X,,. [

Theorem 9.14. || *

If the random variable Y is negative binomial with parameters p and r,

r(l—-p)

ElY] = and VarlY] = >

PROOQOF: Not given here. W
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Definition 9.8 (Hypergeometric distribution).

A random variable Y has a hypergeometric distribution with parameters N, R and n if its
PMF is

R\(N-R
Eily)
N )
(z)
where the nonnegative integers N, R, n and y are subject to the following conditions:
ey<n ey<R en—y<N-R [

(9.23) py(y) =

Remark 9.11. For the following you should review Section 8.2 (Sampling and Urn Models With and
Without Replacement).

The hypergeometric distribution provides the mathematical model for drawing SRS samples of size
n from a population of size N where each item in that population is classified as either S (success)
or F' (failure).

In contrast to the scenarios involving the binomial, geometric and negative binomial distributions,
those n picks X1, X»,..., X, do NOT constitute a Bernoulli sequence since SRS sampling is sam-
pling without replacement and the X; will neither be independent nor have the same success prob-
ability across all j.

Rather, we must model this kind of sampling with an urn model without replacement. See Defini-
tion 8.5 (Urn models) on p.187. It simplifies matters greatly that we are only interested in success
or failure of each sample pick, since this means that we can model our population as NV well-mixed
balls in an urn, of which R are labeled S and the remaining N — R are labeled F. Picking the
SRS sample of size n from the population then is modeled by picking a sample of size n without
replacement from that urn. [

Theorem 9.15.

o Given is an urn wich contains N well-mixed balls of two colors, Red and Black. We assume
that R are Red and thus, the remaining N — R are Black.
o A sample of size n is drawn without replacement from that urn, according to Definition
8.5(a).
Let the random variable Y denote the number of Red balls in that sample. Then Y is hypergeometric
with parameters N, R and n. In other words, its PMF is

() Gy

()

py(y) =

PROQF: We give here a very skeletal proof. For more detail consult WMS Chapter 3.7.

We are not interested in the order in which those Red balls were picked, so our probability space (2
will be that of all combinations of size n that can be selected from NV balls. Thus,

0= ()
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py (y) is the probability of selecting exactly y Red balls in the sample of size n Such a selection is
obtained by partitioning the IV balls into the heap of all R red balls, the heap of all NV — R Black balls
and then proceding as follows.

Conceptually we pick one of the (1;) possible selections of y items from the R red balls and then
complementing it with one of the (]X :5) possible selections of the remaining n — y items from the
N — R black balls. By Theorem 7.1 (multiplication rule of combinatorial analysis) on p.168, there

are (1;) . (ﬁ :5‘) such selections. It follows that

(- (0l
)

It follows that Y is hypergeometric with parameters N, Rand n. W

py(y) =P{Y =y} =

Theorem 9.16 (WMS Ch.03.7, Theorem 3.10). |[%

Let Y be a hypergeometric random variable with parameters N, R and n. Then
ni R N-R N —n
(9.24) ElY] = N and VarlY] = n (N) ( I > <N— 1) .

PROOEF: We reproduce here the plausibility argument given by WMS in their “proof” of WMS
Theorem 3.10.

Since we consider picking an R-item as a success, the above formulas read with p :== £ and ¢ =

1—-p= % as follows:

ElY] =n-p and Var[Y] :npq<]]$:7;>

Except for the factor (N —n)/(N —1)
those are expectation and variance of the binom(n, R/n) distribution. Note for the
N—n

correction factor N-n that li =
N_1’ Noso N—1

This reflects the fact that, if IV is huge in comparison to n, drawing from an urn with or without
replacement yields, up to a rounding error, the same probabilities. W

9.4 The Poisson Distribution

o0 .
We start out with the simple observation that e* = ) ”;—f forany =z € R.

7=0
Proposition 9.3.
Let X > 0. Then the function
N
ply) = e i

defines a probability mass function on [0, 00[z= {0,1,2,...}.
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PROOQF: Obviously, p(y) > 0 for all y.

To show that > p(y) = 1, we apply the formula e* =

j=0
r=Xandj=y. &

This simple proposition enables us to make the following definition.

Definition 9.9 (Poisson variable).

“";—f, which is true for any z € R, with

Let Y be arandom variable and A > 0. We say that Y has a Poisson probability distribution
with parameter ), in short, Y is poisson(}), if its probability mass function is

PV

—e, fory=0,1,2,..., O
y!

py(y) =

We follow WMS Chapter 3.8 to show what phenomena can be modeled by a Poisson variables

Proposition 9.4. Given is some event of interest, E.

(1) We define a random variable Y which counts how often E happen in a “unit”. We leave it open

whether this unit is a time interval (maybe a minute or a year) or a subset of d—dimensional space
(d =1,2,3). Let us write A for that unit.
o Example: Y is the number of car accidents that happen in Binghamton during a day (unit of time),

o Example: Y is the number of typos on a randomly picked page of these lecture notes (“page” is a
twodimensional unit — square inches).

(2) Given n € N, we subdivide the unit (A) into n parts of equal size. Let

X0 = (x™ x{m o x )

geeey 5

where X ](.") = the number of times that E happens in subunit j.
o Assume that for all big enough, FIXED n,
@ the X j(") are independent

[ for each j, P{X](") = 0or 1} = 1: E (i.e., the event of interest) happens at most once in such
a small subunit

O pp = P{Xj(n) =1} isconstantin j (j =1,2,...,n)
[ A := n-py, is constant in n: For large enough k, kpy = (k+1)pg+1 = (k+2)pgyo = -+ = .
Given these assumptions, the following is true:
(a) The random variable Y = Xl(") + X2n) + —|—X,(1n) is binom(n, py,) for large n.
(b)  The binom(n, p,) probability mass functions py-(.) converge to that of a poisson(\) variable:

\Y
(925 lim pye(y) = lim (Z)p%(l—pn)”y = e”-?, fory=0,1,2,...,

n—oo

PROOF: We follow WMS:
Recall that A = np,,. Thus,
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<Z>p%(l_p”)n_y _ n(n—1)..z./!(n—y+1) (2)3/ <1 - j;)n—y
(%) :)‘Z’(l_k)”n(n_l)...(n_y+1) (1_)\)y

600665

A n
From calculus we obtain lim (1 — > = ¢ . Further,

n—oo n

L _
lim<1—)\) :lim(1—1>:lim<1—2>:-~~zlim<1—y1>:1.
n—00 n n—o00 n n—00 n n—00 n

We take limits in (x) and obtain

y
lim <n>p%(1 —p)"Y = <)\> e n
n—oo \ Y y!

Theorem 9.17 (WMS Ch.03.8, Theorem 3.11).

A poisson()\) random variable has expectation and variance \. In other words,

(9.26) E[Y] = VarlY] = .

A.PROOF of E[Y] = A:

o0

= upv(y) = Zoy)\ye_ 1yAye = AZ
Yy Y=

In the last equation we used y!/y = (y — 1)!. We write k = y — 1 for the index variable and obtain

e AV~ 1 —A

Y=

Ak -

AZ o —A;)p(k)

where p(k) = ’\kljf ~ is the PMF of a poisson(\) random variable. Thus, > p(k) = 1 and it follows
that E[Y] = A. -
B. PROOF of Var[Y] = X

\Y QAAyfl
Observe that ~ y?e = =e™. 97‘ _
Y- y!
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We interchange summation and differentiation and obtain

Y

)\y A d (X271
2 A 2 A A

pr— A — —_—
Zy Zy o € )Zd/\ <(y—1)!>

y=1
d =\l d N\
=De MN— Ay | = DeMH— [ 2Y =
( )d)\ yZ:l(y—l)! ( )d)\ ;y!

Since Y Z = ¢, thisimplies E[Y?] = (Ae )& (Ae}) = Xe e + Aet) = X + A2
y=0
We use E[Y?] = X\ + \? together with E[Y] = )\, which we proved in part A. We obtain

VarlY] =E[Y?] — (BY])? = A+ X)) =22 = ). &

We refer to the WMS text for examples of random variables with a Poisson distribution.

9.5 Moments, Central Moments and Moment Generating Functions

Unless something different is stated, Y is a random variable Y : (€2, P) — R on some probability
space (2, P).
p=E[Y], ¢*=VarlY], o=+/Var[Y],

denote expectation, variance and standard deviation of Y.

Definition 9.10 (kth Moment).

If Y is a random variable and & € N,
(9.27) ph = E[Y*]

is called the kth moment of Y. yj also is referred to as the kth moment of Y about the
origin. [J

Note in particular that the first moment of Y is the expectation of ¥ and that
= Var[Y]+ E[Y]%
Another useful moment of a random variable is one taken about its mean.

Definition 9.11 (kth Central Moment).

If Y is a random variable and k£ € N,
(9.28) pe == E[(Y — E[Y])¥] = E[(Y — p)"]

is called the kth central moment of Y aka the kth moment of Y about its mean. [
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Proposition 9.5 (The moments determine the distribution). || %

Under fairly slight assumptions the following is true for two random variables Y and Y.
If E[Y}] = E[YS] fork=1,2,3,..., then Py, = Py,.

In other words, the distribution of a random variable is uniquely determined by its moments.

PROQF: Beyond the scope of these lecture notes. W

Next we associate with a random variable Y which is a function w — Y (w) a function ¢ — my (%)
of a real variable ¢. It allows us to generate all moments ;. of Y by computing its kth derivative at
t = 0. Since my (t) determines in this way all moments of ¥ and since those in turn determine Py,
% my (t) uniquely determines the entire distribution of Y.

Definition 9.12 (Moment—generating function).

Let Y be a random variable for which one can find § > 0 (no matter how small), such that
(9.29) m(t) :=my(t) = E [ety] is finite for |t| < 4.

Then we say that Y has moment-generating function, in short, MGF, my (¢). O

Theorem 9.18. The following is WMS Ch.03.9, Theorem 3.12.

Let Y be a random variable with MGF my (t) and k € N. Then its kth moment is obtained as the
kth derivative of my (-), evaluated at t = 0:

d*m(t)

g = (k) =
(9.30) = m\"(0) el N

PROQF: We write m(t) for my (t). From the series expansion e* = %T, we obtain

k=0
> thyk .t >tk
m(t) =BleY] = By | = 2 m BN = X
k=0 = k=0

2 £
/ / !/
S TI I TI AR

#See Proposition 9.5
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Taking derivatives repeatedly,

2t 32
m(t) =y + Soh + S+ = mW0) = pf+0+0+-,
2t 3t
m® () =y + Sruy + Srph = m®P0) = ph+0+0+--,
k) , 2, 3t? ) ,
m (t):llk+§ﬂk+1+?ﬂk+2+"' = m"(0) = pp+0+0+---
In summary,
mM©) = i, mP0) = uy, ..., m®0O) = 4. M

Technical note: The existence of the MGF of Y allowed us to compute the derivative of a series as
the sum of the derivatives.

You find the next proposition as Example 3.23 in WMS Ch.3.9.

Proposition 9.6. | % | IfY isa poisson()\) random variable (XA > 0), its MGF is

(9.31) my (t) =MD

PROOF: For this proof, we abbreviate  (A) A= \el.

o0l ~
Note that the Taylor expansion e” = ) % yields, with x and j replaced by A and y,
=0 J:
< 00 S\?J
(B) ¢ = —.
y§0 y'
ty o ty S ty>‘ e
Then, my(t) =E(e") = Ze ply) = Ze )
y=0 y=0
o) Y o) A Y —\ Ty
= (et)y)‘yeil N Z( 6)'6 2 Av
y=0 v y=0 Yy y=0 Yy
B X X @ (DAt _ A—1teh) _ A=) m
9.6 Exercises for Ch.9
Exercise 9.1. If the random variable Y has expectation E[Y] = —2 and standard deviation oy = 2,

whatis E[(Y + 3)?]?
Answer: Since E[Y?] = Var[Y] + (E[Y])? = (oy)? + (-2)? = 8,

E[(Y+3)?] =E[Y ] +6E[Y] +9=8-12+9 =[5 W
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Exercise 9.2. If the random variable Y has the PMF
py(—2) = 0.13, py(0) = 0.24, py (1) = 0.18, py (2) = 0.45 ,

(@) compute E[Y]
(b) compute Var[Y]
() compute oy

Answer (the numeric computations might have errors):
@ E[Y] =Y,y pr(y) = (=2)(0.13) +0(0.24) + 1(0.18) +2(0.45) = 0.82
(b) VarlY] = Z (y— EY]? pr(y)
= (- 2—0.82)2(0.13) + (0 —0.82)2(0.24) + (1 — 0.82)2(0.18) + (2 — 0.82)%(0.45) = 1.8276
(© oy = Var[Y] = V1.8276 ~ 1.3513888

Exercise 9.3. Let Y be a 0-1 encoded Bernoulli variable with P{Y = 1} = p.

(@ Compute its MGF
(b) Use the MGF method to compute the nth moment
about the origin, E[X"]

Answer:

(a) My(t) = E["] = e -q+elp=|q+pe

(b) The derivatives of My (t) are
My (t) = (g+pe') = pe', My (t) = (pe') = pe', ..., My (1) = pe', ...,

Thus, E[Y"] = ul, = MS(,n) = pe? = [p] forall n.
(c) We use the results of (b) to compute the variance:

VarlY] = BlY?] — (BIY])? = po— ()2 = p —p* = (1-pp = u

Exercise 9.4. Let Y be a binom(n, p) variable. Use the MGF method to verify that E[Y] = np and
Var[Y] = npgq.

Answer: Since the PMF of Y is py (y) = (Z) pYq"Y,

Here we obtained the last equation by applying the binomial theorem,

@rp =3 (7)ora.

J=0

211 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

with a = pef and b = q.

My (t)" = npe'(pe' +q)" ",

Thus,

It follows that

VarlY] = E[Y?] — (E[Y])? =
E[Y?] = My(0)" = np+n(n—1)p* — n?*p? = npq. W

9.7 Addenda to Ch.9

A The next example belongs at the end of Chapter 9.2 (Bernoulli Variables and the
Binomial Distribution).

@@Author

Example 9.1. It is known that 25% of the employees of ACME Insurance Corp. work in a managerial
position. An SRS of 40 persons is taken. Since it is so small when compared to the number of all
employees, we may assume that it is a random sample, i.e., the sample picks are iid.
(@) What are expectation, variance, and standard deviation of the number of persons in
the sample that are not managers?
(b) What is the probability that the sample contains between 10 and 12 managers?

Solution to (a): If we write Y for the number of employees in the sample, the assumptions made

allow us to model Y as a binom(n = 40,p = %) random variable. Note that a success occurs

whenever a non—-managerial(!) employee was picked for the sample. Thus,

40-3
ElY] = np= = 30 persons, Var[Y]=npg= 10persons®, oy = +/Var[Y]~ 3.1623 persons.

Note that the 2 does not refer to footnote #2. Rather, the dimension of Var[Y] = E[Y?] — (E[Y])? is
the squared dimension of Y.
Solution to (b):

P{10 <Y <12} =py(10) + py(11) + py(12)

9.32
©32) ~ 0.1443643 4 0.1312403 + 0.1057214 = 0.381326

Alternatively, we obtain this by use of Fy : y — P{Y <y} % as follows:

(9.33) P{10<Y <12} = P{Yy <12} — P{Y <9}
(9.34) = Fy(12) — Fy(9) ~ 0.8208658 — 0.4395397 = 0.381326 O

® Fy (y), the cumulative distribution function aka CDF of Y, was previously mentioned in a footnote in the proof of
Theorem 9.11 on p.200.
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cdf12 <- pbinom(12, size=40, prob=0.25) # computes Fy (12)
cdf09 <- pbinom(09, size=40, prob=0.25) # computes Fy (12)
print(cdf12 - cdf09) # Fy(12) — Fy(9)

pmf10 <- dbinom(10, size=40, prob=0.25) # computes py (10)
pmfl1l <- dbinom(11, size=40, prob=0.25) # computes py (11)
pmf12 <- dbinom(12, size=40, prob=0.25) # computes py (9)

12
print(pmf10 + pmf11 + pmf12) # > py(j)
j=10

A The following three examples belong into Chapter 9.3 (Geometric + Negative Bino-
mial + Hypergeometric Distributions).

@@Author

The following two examples are a continuation of Example 9.1 on p.212.

Example 9.2. It is known that 25% of the employees of ACME Insurance Corp., a business that
employs more than 50, 000 people worldwide, work in a managerial position. Employees are picked
at random, one at a time, until a manager has been found. It is very unlikely that it takes more than
50 picks until the first manager is found, so we should be faced with a sample size of n < 50. Since
50 is so small in comparison to 50, 000, we may assume that the sample picks are iid.

(@) If U denotes the number of picks until the first manager has been found, what are
expectation and variance of U?

(b) What is the probability that the first manager is not found among the first 20 em-
ployees sampled?

Solution to (a): The assumptions made allow us to model U as a geom(p = 1) random variable.
Thus,

1 ¢ 3/4  12/16
E = - =4 — 22 T 1/16 1/16
U] ) persons, Var[U] 2 1/16 1/16

Note that the 2 does not refer to footnote #2. Rather, the dimension of Var[U] = E[U?] — (E[U])? is
the squared dimension of U.

= 12 persons®.

Solution to (b): We determine the probability of the complement, {U < 20}, using again the CDF,
Fy:u— P{U < u}:
P{U <20} = Fy(20) ~ 0.99683.

Thus,
P{U >20} =1 — Fy(20) = 1—0.99683 = 0.00317.

Note that this result justifies the assumption we made at the beginning: No need to worry that
more than 50 persons have to be picked, since even the likelihood that we must sample more than
20 persons is so small. So we may act as if the sample is iid. Matter of fact, the result becomes even
more exceptional if we compute P{U > 50} instead of P{U > 20}:

P{U <50} =~ 0.999999434 and thus, P{U > 50} ~ 0.000000566 .

That probability is less than one in a million! [
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Example 9.3. Let ACME Insurance Corp. be as in Example 9.2. On this occasion, employees are
picked at random, one at a time, until three managers have been found. Since it is so unlikely that
it takes more than 50 picks until the first three managers have been found, we may assume that the
sample picks are iid.
(@) If V denotes the number of picks until the first three managers have been found,
what are expectation and variance of V?
(b) What is the probability that the first three managers are not found among the first 20
employees sampled?
(¢) What is the probability that the first three managers are not found among the first 50
employees sampled?

Solution to (a): The assumptions made allow us to model V as a negbinom(p = 1,r = 3) random

variable. Thus,
T 3 rq 3(3/4)  36/16

FVT = = qj1 = P2pesons: VarlVl = 05 =56 = 176

= 36 persons®.

Note that the 2 does not refer to footnote #2. Rather, the dimension of Var[V] = E[V?] — (E[V])? is
the squared dimension of V.
Solution to (b): We determine the probability of the complement, {V < 20}, using again the CDEF,
Fy :v— P{V <u}
P{V <20} = F(20) ~ 0.90874.
Thus,
P{V>20} =1 — Fy(20) ~ 1—0.90874 = 0.09126.

Solution to (c): The probability of more than 0.09 obtained in (b) is too big to be neglected and makes
the iid assumption questionable. However, we considered a sample size of up to 50 employees.
Now, the calculations change as follows.

The probability of the complement, {V < 50}, is
P{V <50} = Fy(50) ~ 0.999913.
Here, Fyy : v — P{V < v} is the CDF of V. Thus,
P{V >50} =1 — Fy(50) ~ 1—0.999913 = 0.000087 .

This probability is tiny. The sample size will be so small in comparison to the “population” size
of 50,000, that the computational error resulting from the iid assumption of the sample picks is
negligible. [

Example 9.4. It is known that 20% of the 400 children at Watson Elementary School play a music
instrument. An SRS of size 200 is taken.
(@) What are expectation, variance, and standard deviation of the number of students in
the sample that play an instrument?
(b) What is the probability that the sample contains between 40 and 50 musicians?

Solution to (a): Let Y be the number of kids in the sample that play an instrument. Let R be
the number of kids at Watson Elementary that play an instrument. Then, R = 400/5 = 80. The
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assumptions allow us to model Y as a hypergom(N = 400, R = 80, n = 200 random variable. Thus,

R 200-80
EYY] = % = 0 - 40 students,

R N —-R N —n
Y] = -
vartr) <o () (*5) (3=5)
~200-80 400 —80 400 — 200
400 400 399

~ 16 students®.

4 200
— 40 =
5

1399

Note that the 2 does not refer to footnote #2. Rather, the dimension of Var[Y] = E[Y?] — (E[Y])?
is the squared dimension of Y. Further, “~” in place of “=" is due to the fact that we replaced
200/399, the correction factor, with 1/2.

Solution to (b): We could compute
P{40 <Y <60} = py(40) + py(41) +--- + py(50),

but it makes more sense to employ technology, such as the R language, to compute the CDF of Y,
Fy :y— P{Y <y}, fory =39 and y = 50. Then,

P{40 <Y <50} =P{Y <50} — P{Y < 39}
= Fy(50) — Fy(39) ~ 0.99580 — 0.45030 = 0.54550. [J

Problem 9.2. 10 bottles are picked at random from a rack with 14 bottles of white wine and 12
bottles of red wine. Let Y := the number of red wine bottles selected.

(@ Y hasa distribution.
(b) How likely is it that no more than 1 bottle of red wine is picked? Do NOT simplify any

coefficients (’;) and/or P;'! Show your work and the result!
Solution:

(@) Itisa| hypergeometric |distribution.

() (o)
()

b) N=14+12=26R=12n=10 = P{Y =y} = . Thus,

P{YSI} — P{Y:()} + P{YZI} — (102)(%) 4 (112)(194) — Gg) + 12'(194)

(i) (i) ()

A The next example + remark + example belong at the end of Chapter 9.4 (The Poisson
Distribution).

@@Author

Example 9.5. A rare breed of animal is found on average 5 times per day and per 10 square mile
in the state’s national forest. It is known that Y, the count of those animals, follows a Poisson
distribution corresponding to that average.
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(@) IfY ~ poisson(\), whatis \?

(b) What are expectation, variance, and standard deviation of Y?

(¢) What is the probability that 2 of those animals can be found in that park during a 6
hour period, in an area of 20 square miles?

(d) What is the probability that a 3 or more of those animals can be found in that park
during a 6 hour period, in an area of 10 square miles?

Solution to (a, b): Y ~ poisson(\ = 5); thus, E[Y] = Var[Y] = 5, and oy = /5.
Solution to (c, d): We obtain a new density, A\ =5 - (2/4) = 2.5. We compute py(y) = — e~ *°,

fory=0,1,2:
py(0) =~ 0.082085, py(1l) ~ 0.205213, py(2) ~ 0.256516.

Thus,

P{Y <2} ~0.082085 + 0.205213 + 0.256516 = 0.543814
P{Y >3} =1 — P{Y <2} ~ 0.456186.

So the answer for (c) is py (2) =~ 0.256516, the answer for (d) is P{Y > 3} ~ 0.456186. [

Remark 9.12. In the proof of Proposition 9.4 on p.206 the following was established.

e IfY] is a sequence of binom(n, %) random variables, then there is convergence of the PMFs

of Y, to that of a poisson()\) variable:
lim py, (y) = py(y), forally=0,1,2,....

Since A is close to B < Bis close to A, we have the following.
e For big enough n, binom(n, p) variable is approximated by a poisson(np variable.

At least that should be the case if the product n - p is reasonably small. [J

Here is an example.

400 107
Example 9.6. If Y ~ binom(n = 1000, p = 0.01), then P{200 < Y <400} ~ (6—10,‘) a
j=201 J:
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10 Continuous Random Variables

10.1 Cumulative Distribution Function of a Random Variable

The material found in this section does not make any references to continuous random variables.

Definition 10.1 (Cumulative Distribution Function).

Let Y denote any random variable (it need not be discrete). The distribution function
of Y, also called its cumulative distribution function or CDF (cumulative distribution
function), is defined as follows.

(10.1) F(y) =Fy(y) = P{Y <y} foryeR.O

Problem 10.1. Let Y be a binom(2, 1/4) random variable, i.e., n = 2 and p = 1/4. Compute Fy (y).

Solution: The probability mass function for Y is

o= ()0 ()

Thus,
9 1 3 6 1
w0 =g ww=2(3)(3) -5 we-g
It follows that
o y<0 = Fy(y) = Py(@) = 0.
e 0<y<1l= Fy(y) =py(0) = 9/16.
o 1<y<2 = Fy(y) = py(O)—i—py(l) = 15/16.
e y>2 = Fy(y) = py(0)+py(1) +py(2) = 1.

Note that Fy is constant on intervals A of Rif py (a) =0 foralla € A. O

Theorem 10.1 (Properties of a Cumulative Distribution Function).

If Fy (y) is the cumulative distribution function of a random variable Y, then
(1) Fy(—) = Em PY <y) = 0.
Y—>—00
(2) Fy(oo) = li)m PY <y =1
Y—00
(3) Fy(y) s a nondecreasing function of y. In other words, if y1 < ya, then Fy (y1) < Fy (y2)

See Definition 2.23 on p.36.
(4) yw— Fy(y) is right continuous at all arquments y, i.e., F(y) = F(y+) forall y.

PROOQOF:
The proof of (1) and (2) follows from
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It follows from —oo < Y (w) < oo that

MY <y} = Y <-n} = 0

yeR neN
Ulr <y = Jr<n} =@
yeR neN

We apply Theorem 5.1 (Continuity property of probability measures) on p.109 and obtain

Fy(~c0) = lim P (ﬂ{yw}) — P(0) = 0,

yeR

Fy(co) = lim P (U{Y<y}) = P(Q) = 1.
y€R
Obvious from P > 0and y; < y2 = {Y <y} = {Y <y} W{y1 <Y <y}, since this implies
F(y2) = PIY Syo} = PiY Sun} + Plyn <Y <y} > PIY <y} = F(yr).

Remark 10.1. Right continuity of F), i.e., F(y) = F(y+) for all y, means the following: If y is ap-
proached from the right by a sequence y,, such as y,, =y + % ory, = y(1+ e "), then

lim F(y,) = F(y). O

n—oo

10.2 Continuous Random Variables and Probability Density Functions

Definition 10.2 (Continuous random variable).

We call a random variable Y with distribution function Fy (y) continuous, if Fy (y) is con-
tinuous, for all arguments y. O

Proposition 10.1. Let Y be a continuous random variable with CDF Fy (y). Then its distribution gives zero
probability to all singletons {a}(a € R). Also, it gives the same probability to an interval with endpoints
—00 < a < b < oo, regardless whether a and/or b do or do not belong to that interval. In other words,

(10.2) a€R = P{Y=a} = Pv{a} = 0,
(103) —x<a<b<oo =Pla<Y <b} = P{la<Y <b}
' =P{a<Y <b} = P{la<Y <b}.
PROOF: Since {a} Cla—1,aland Ja—1,a] =]—o00,a]\]— c0,a — 1] (set difference),

P{Y =a} < P{a—% <Y <a} = P{Yga}—P{Yga—%} = Fy(@)—Fy(a—i)_
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Fy is continuous at a. In particular, Fy is continuous from the left at a. Thus,

n—oo

lim Fy (a - i) — Fy(a).

It follows that P{Y = a} = Fy(a) — Fy(a) = 0. This proves (10.2).
This result, plus additivity of probability measures, plus

[a” b] = ]av b[Lﬂ{a} W {b} ) [av b] = [a7 b[H—J{b} ) [CL, b] = ]aa b] & {a} )
show that (10.3) holds. H

A lot more can be done with a CDF that is not only continuous but has a continous derivative. We
make the following blanket assumption.

Assumption 10.1 (All continuous random variables have a differentiable CDF). Unless explicitly
stated otherwise, all continuous random variables are assumed to satisfy the following:

The first derivative ddL;’ of Fy exists and is continuous except for, at most, a finite number

of points in any finite interval.

All cumulative distribution functions for continuous random variables that we deal with in this
course satisfy this assumtion. [

This last assumption allows us to make the following definition.

Definition 10.3 (Probability density function).

Let Y be a continuous random variable with CDF Fy-(y). For all arguments y where the

derivative Iy, (y) = dFdLy(y) exists, we define

dFy (y) .

fly) == fr(y) = a0

We call fy the probability density function or, in short, the PDF of the continuous random
variable Y. O

Theorem 10.2.

Let Y be a continuous random variable with CDF Fy (y) and PDF fy (y).
(1) Ifa,beRanda <b,then

b
(104 Pla<Y <0} = ()~ Fr@) = [ fwiy.

2 fy(y) > 0 for—oo <y < oo.
@) [ friydy = L
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b
PROOF: (1) is the fundamental theorem of calculus. Of course, we interpret [ f(y)dy as follows.

Assume that some of the points y at which f{,(y) does not exist fall within the interval [a, b]. Our
assumption guarantee that there are only finitely many such y, say,

a <y <y < -y < 0b.

Then, by the definition of integrals,

/b F(y)dy = 7f<y>dy + 72f(y)dy o [y,

Uk
(2) and (3) are obvious. W

The following is the reverse of Theorem 10.2.

Theorem 10.3. Let v : R — R satisfy the following:

(1) ) is integrable: fb Y (z)dx exists for a < b.

2 Y(z) > 0 for a—oo <z < oo

@ [v(@)ds = L.

o Tzoen, Q{a <Y <b} = f(f Y (x)dx defines a probability measure () on €.

PROOF: |[ %

The only property that is not immediate is the oc—additivity of . That property is satisfied according
to Theorem 3.5 on p.77. (Also, from Corollary 4.2 on p.98). W

Remark 10.2. We combine (10.3) and (10.4) and obtain the following for a continuous random vari-
able Y with PDF fy(y): If a,b € Rand a < b, then

Pla<Y <b} =P{a<Y <b} = P{la<Y <b}

10.5 b
(10-) =Pla<Y <b} = / fly)dy. O

The next definition applies to any random variable, be it continuous or discrete or neither. It is
based on the following elementary observation.

Remark 10.3. | % | Assume thatY is a random variable with CDF Fy (y). For 0 < p < 1, let

A, = {a €R: Fy(a) > p}.
Note that the function y — Fy (y) is nondecreasing.
It is obvious that [a < o/ and Fy («) > p| = Fy(d/) > p.
In other words, [ < @’ and w € 4,| = o € 4.

e In other words, A, is an interval that stretches all the way to +-0o: There must be some real
number 3 such that 4, =18, 00| or A, = [3,00[. %

%and that number is 8 = inf (Ap) See Definition 2.29 (Minimum, maximum, infimum, supremum) on p.48
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We see that 3 € A, and thus, A, = [, 0], as follows. Let 3,, :== 3 + %
e Since 3, € Ay, Fy(8yn) > p. Since Fy is right continuous, 7 Fy(B) = nh_}ngo Fy (5,).
e Thus, Fy(3) > p. Thus, § € A, Thus, A, = [3, 00|
e Since A, = {a € R: Fy(a) > p}and A, = [, 00|, B is the smallest element of A, i.e.,
f = min{a € R: Fy(a) > p}.
The number 3 is uniquely determined by p. This allows us to denote it by the symbol ¢,. [

Definition 10.4 (pth quantile).

Let Y denote any random variable and 0 < p < 1. Let ¢, be the number derived in the
previous remark, i.e.,

(10.6) ¢p = min{a € R: Fy(a) > p}

We call ¢, the pth quantile and also the 100pth percentile of Y.
Moreover, we call ¢ .25 the first quartile, ¢ 5 the median, and ¢ 75 the third quartile, of
the random variable Y. [

Remark 10.4. How does the definition of the 100pth percentile given above correspond to the one
experienced in everyday life: the number y,, that divides a list of numeric observations into 100p%
of the data being < y,, and the remaining data being above y,,? The connection is as follows.

e Assume that ¥ = (y1,¥2,...,yK) is the list of observations. It may contain duplicates.
We remove the duplicates and N < K distinct values wq,ws,...,wy remain.

e Wedefine Q := {w;,ws,...,wny} and P{w;} = % (we divide by K, not by N!), where

nj = number of times that w; occurs in the original list, /.
o-additivity extends P from the simple events {w;} to all events of (2.
Since ¢, is defined in terms of the CDF Fy- of a random variable Y, we define the following
“dummy” random variable on (2, P): w — Y(w) :=w ®
For example, if the sorted’ list of observations is ¥ = (0, 2, 2,2, 3,4,4,6,6,6,6,7,8,8,8), then

K=15,0={0,2,3,4,6,7,8}, N =7,

o P{0}=1%, P{2t =3 P8} =1L, P{a} =2, Pl6} =4, P{T} =1, P{s} =3

e Thus, Fy(3) = (1+3+1)/15=5/15, and Fy(4) = (1+3+1+2)/15="7/15
Thus, ¢7/15 = min{y : ¢(y) > 7/15} = 4.

e Also, the percentage of observations with a score of 4 or less is 700/15 ~ 46.667%.
Hence, a score of 4 corresponds to the 46.667th percentile of 3. [J

’See Remark 10.1 on p.218.

%This method is more frequently employed in reverse: Given is a function y — F(y) on the real numbers which
satisfies the assumptions of Theorem 10.1 (Properties of a Cumulative Distribution Function) on p.217 and the subsequent
Remark 10.1: F is nondecreasing, right-continuous, F'(—co) = 0, F/(co) = 1. We then define © := R and, for a,b] C Q,
P(la,b]) :== F(b) — F(a). o—additivity extends this to a probability measure on all Borel sets of Q2 (i.e., of R). Now we
define the random variable Y on (2, P) via Y (y) := y. Its CDF Fy matches F, since,

Fy(y) = P{Y <y} = P(J—o0,9]) = Fly) — F(-00) = F(y).

In other words, Any function F' that conforms to Theorem 10.1 and Remark 10.1 can be represented as the CDF Fy of an
appropriate random variable Y.
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Example 10.1. Given the toss of a fair coin, let Y (w) = 1 if Heads and Y (w) = 0 if Tails come up.
Then Y has PMF py (0) = py (1) = 1/2 and its CDF is as follows:
oFy(y)=0fory <0, eFy(y)=05for0<y<1, eFy(y)=1fory>1.
We now easily compute ¢, for any 0 < p < 1 by separately considering the cases
0<p<%: Fy (o) > p < o> 0. Thus, ¢, = 0.
p=3%  Fy(a) >3 < a>0.Thus, ¢, =0.
%<p<1: Fy(a) >p < a>1.Thus, ¢, = 1.

Note that there are only two different ¢, values across all 0 < p < 1: Either ¢, = 0or ¢, =1
This example also demonstrates that

min{a € R: Fy(a) > p}

cannot be replaced with the simpler expression

min{o € R: Fy (o) = p} :

The set {a € R: Fy-(a) = p} is empty for 0 < p < 1 unless p = 0.5, meaning that the minimum does
not even exist! [

The issues encountered in that last example do not occur if Fy (y) is a continuous function of y.

Proposition 10.2.

Let Y be a continuous random variable with CDF Fy (y). Then

(10.7) ¢p = min{a € R: Fy(a) = p}.

PROQF: The continuity of Fy ensures that the sets
B, == {a € R: Fy(a) =p}

are not empty. The result follows from the fact that the function Fy is nondecreasing. Further details
are omitted. W

Remark 10.5. For a continuous random variable Y with PMF py (y), quantiles have the following
geometric meaning:
e The pth quantile is that value on the horizontal(!) axis which splits the area under the PMF
into 100 - p% to the left and 100(1 — p)% to the right. In particular,
the median splits the area under the PMF into two halves.
the first quartile splits the area under the PMF into 25% to the left and 75% to the right.
the third quartile splits the area under the PMF into 75% to the left and 25% to the right. O

We also use functional notation ¢(p) for ¢,, since this makes what follows easier to understand.

Proposition 10.3. %’

“Formula (10.8) of this proposition states that ¢ is a left inverse of the injective function Fy.
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Let Y be a random variable with an injective CDF Fy (y). (Note that it is not assumed that Fy is
continuous.) Then

(10.8) o(Fy(y)) =y  forally eR
PROOF:
Let p := Fy (y). Since Fy is nondecreasing, its injectivity means that
(10.9) 1 <y <y = Fy(n) < Fv(y) < Fr(y)
We infer that o < y does not satisfy Fy(«) > Fy(y) = p. Since (see 10.6 on p.221)
(10.10) ¢(Fy(y)) = min{a €R: Fy(a) > ¢(Fy(y))},

it follows from (10.10) that ¢(Fy (y)) < y is not possible. Thus, ¢(Fy (y)) > y.

On the other hand, a = y does satisfy Fy(a) > Fy(y) = p and we just have seen that y is the
smallest possible of those a. We apply (10.10) once more and conclude that d)(Fy(y)) =y. N

Proposition 10.4.

Let Y be a random variable with a bijective CDF Fy : R —]0, 1[. Then Fy (y) and ¢(p) are inverse
to each other, i.e.,

o(Fy(y) =y, forallyeR,

10.11
( ) Fy(gf)(p)) =, forall0<p<1.
PROOF:
The equation qb(Fy(y)) = y was shown in Proposition 10.3. Thus, it only remains to be shown
that
(10.12) Fy(¢(p)) = p forall0<p<1.

We observe that the bijective and nondecreasing function Fy is strictly increasing and continuous.
It is easy to see that Fy is strictly increasing: Note that y; < y2 = Fy(y1) < Fy(y2) because Fy is
nondecreasing. Injectivity prohibits Fy (y1) = Fy (y2). Thus, Fy is strictly increasing.

It is harder to see that Fy is continuous:

o If there was a point of discontinuity yo € R for Fy, then Fy being nondecreasing and right-

continuous would mean that Fy (yo—) = lim Fy(y) < Fy(yo).
Y<y0,Y—Yo

Also, Fy nondecreasing = Fy (y) < Fy(yo—) for y < yo and Fy (y) > Fy (yo) for y > yp.
Thus, noy € Rand p € |Fy (yo—), Fy (yo)| satisfies Fy (y) = p, contradicting surjectivity of Fy.

Since Fy is continuous, we obtain from Proposition 10.2 on p.222 that

(10.13) ¢(p) = min{a € R: Fy(a) = p}.

In particular, ¢(p) is an element of the set {a € R : Fy (o) = p}. Thus, ¢(p) satisfies Fy (¢(p)) = p.
We have shown (10.12). We noted previously that the proposition follows. W
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10.3 Expected Value, Variance and MGF of a Continuous Random Variable

Assumption 10.2 (All continuous random variables have Expectations).

A. Unless explicitly stated otherwise, all continuous random variables are assumed to to possess a
probability density function fy (y) that satisfies

oo
This technical condition guarantees the existence of [ yf(y)dy which is needed to define the ex-
—00
pected value of Y.
B. We further assume that, unless specifically stated otherwise, there is a common probability space
(€, P) for all random variables. In other words, all random variables Y, be they discrete, continuous
or neither, are of the formY : (2, P) - R. O

Definition 10.5 (Expected value of a continuous random variable).

Let Y be a continuous random variable with PDF fy (y). We call

(10.14) E(Y) = / = i)

—00

the expected value, also expectation or mean of Y. [

Remark 10.6. |[%|| We recall that expectations E[Y] are abstract integrals [ YdP (see Definition

6.15 (Expected value of a random variable) on p.165. The connection with (10.14) is established in
formulas

(6.58) / gdPy = / g-fdN = /_ " o) () dy.
and (e’
(6.59) ElgoY] = / goYdP = / gdPy = /_ o)y () dy.

of Remark 6.19 on p.167, when setting g(y) = .

As we reviously noticed for the expectations of discrete random variables, all assertions made in
Theorem 6.9 on p.159 for general abstract integrals apply to expectations of any kind of random
variables Y, since they all can be written as E[Y] = [YdP. O

We will use the next theorem in the proof of Theorem 10.5 on p.226. The presentation given here
follows [4] Ghahramani, Saeed.

Theorem 10.4. || %
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Let Y be a continuous random variable with CDF Fy and PDF fy.

Then

(10.15) E[Y] = /0 (1-Fy(y)dy — /0 Fy (—y)dy

(10.16) = / P{Y > y}dy — / P{Y < —y}dy.
0 0

PROOF: We only need to prove (10.15), since (10.16) follows from the definition of a CDF.
Let A= {(Wy):y <0,0<u <=y}, By:={.y):v >0y <-u}.
Then v < —y & ¢ < —u/ implies A = B; = {(¢,y'): v/ >0,y <0,u' < —y'}. Thus,

fl(ﬁﬂmof@ﬂy=/gywmaww

@ - [ vwawn = [T([ ntdy) i

Let Ag = {(,y):y >0,0<u <y}, By:={(W,y):u >0,y >u}.
Then As = By, because both denote the set {(v/,y) : v/ > 0, ¢ > 0,4’ < y'}. It follows that

/0°° (/oy du) Fy)dy = /Az fy (y) d(u,y)
® ~ [ mawn = [7([ s a.

We use (a) and (b) in the following chain of equations:

(e} 0 [e's)
ﬂﬂZ/thwz/zW@@+Ayh@@

—0o0 —0o0

- /_Ooo (/O_ydu> fy(y)dy + /Ooo </OydU> fy(y)dy
@b /OOO ( _: () dy> du + /OOO ( uoo fy (y) dy> du.

= _ /OOO Fy (—u)du + /000 (1—Fy(u)du.

B
The last equation follows from [ fy (y)dy = Fy(8) — Fy(a). R

«

Corollary 10.1. | [ %

Let Y be a nonnegative, continuous random variable with CDF Fy and PDF fy. Then

(10.17) ElY] = /Ooo (1-Fy(y)dy = /OOO P{Y > y}dy.

225 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

PROOF: Y > 0 implies P{Y < —y} = 0for 0 < y < oo. Thus, (10.17) follows from (10.15) and
(10.16). W

Quite a few theorems about discrete random variables have continuous counterparts when one re-
places probability mass function p(y) with probability density function f(y) and summation over
the countably many y for which p(y) > 0 with integration over all y. The following theorem corre-
sponds to Theorem 9.2 on p.192. Note that the continuous random variable w — ¢(Y (w)) of that
theorem is covered by Assumption 10.2 on p.224, i.e., E[g o Y] exists.

Theorem 10.5.

Let Y be a continuous random variable with PDF fy and g : R — R; y +— g(y) be a real-valued
function. Then the random variable g oY : w + g(Y (w)) has expectation

(10.18) Blg) = [ " ) )

(e 9]

PROQF: As we mentioned in the remark following Definition 10.5 (Expected value of a continuous
random variable) on p.224, (10.18) was derived as formula (6.59) of Remark 6.19 on p.167. W

ALTERNATE PROOF |[ % | —Doing it the hard way:

The proof of Theorem 9.2 on p.192 handles the discrete case. So we may assume that Y is a contin-
uous random variable.

According to Proposition 2.8 (Preimages of function composition) on p.45,
{goY >u} =(g90Y) (u,00]) = Y (g7 (Ju,00])) = {¥Y €9 (Ju,00[)} -
{goY < —u} =(go¥) 1] —o0,—ul) = Y1 (g~L(] = o0, ~u])) = {¥ € g~1(] — o0, ~u])}.
Thus,
P{goY >u} =P{Y € g"'(Ju,00)} = Prig ' (Ju,c[)} = Py{y:g(y) > u}
P{goY < —u} =P{Y €g (] —oo,—u)}. = Py{g7'(] —o0,~u))} = Pyr{y:g(y) < —u}.

Next, we show that A; = Bj. Here, we define A; and B as follows:

(a)

(b1) A= {(W,y):0<u <oo, g(y) >}, Bi:={{,y):9(y)>0,0<u <g¥)},

To show A; C By, let (u,y) € Ay, ie., (u,y) € {(v,y):0<u < oo, g(y)>u}.
e O<wuandu < g(y) yields g(y) >0and 0 < u < g(y). Thus, (u,y) € B;.

To see that B; C Ay, let (u,y) € By, ie., (u,y) € {(v,¢):9(y)>0,0<u <g(y)}
e Since 0 < u < g(y), it follows that 0 < u < co and u < g(y). Thus, (u,y) € 4.

(c1) We proved that A; = By. It follows that / fr(y)d(t,y) = / fr(y)dt,y).
A1 Bl

On a parallel track, we show that Ay = By, where we define A5 and B as follows:

(b2) Ay := {(v,y):0<u <00, g(y) < —u'} Ba:={(u,y):9()<0,0<u <—g(y)}.
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To show As C Bo, let (u,y) € As, ie., (u,y) € {(v/,y):0<u < oo, g(y) < —u'}.
e Sinceg(y) < —u < u < —g(y) and we also have 0 < u < oo,
(u,y) € Ay implies 0 < u < —g(y).
e To show that also g(y) < 0 we observe that g(y) < —u < —0 = 0.
Finally, to show By C Ay, let (u,y) € By = {(v,y') : g(¢/) < 0,0 <u' < —g(v/)}.
o 0<u< ooisimmediate from0 < u < —g(y).
We still must show that g(y') < —u.
e To show that also g(y) < 0 we observe that g(y) < —u < —0 = 0. But this is
immediate from 0 < u < —g(y).

(c2) We proved that A; = Bs. It follows that / fr(y)d(t,y) = / fr(y)dt,y).
A2 B2
We apply (c1) and (c2) to the integrals [ P{goY > u}duand [ P{goY < —u}du as follows.
0 0

- o U ug - 1, o U = - 1, o0 U
| Plooy >uan @ [Pty e g quochdn = [ Ao QuocDb

0

_ /0 Pyl : u < gly) < oo}du = /0 ( /{y:uq(y)@o}fy(y)dy) du

(b1) ) (b1) 9(y)
2 [ wwdin @[] peaen © /{y:g@w ( / du> fr(v) dy
9(y)

Hence, since [ du = g(y),
0

d1 OoP oY du = d
(d1) /0 {goY > u}du /{y:g(ybo}g(y)fy(y) y

/000 P{goY < —u}du @ /OO P{Y € g7'(] — o0, —u[)}du = /00 Py{g71(] — oo, —u[) }du

0 0

= /OO Py{y: —oo <g(y) < —u}du = /Ooo (/{y:_oo<g(y)<—u} ) dy) "

0
—9(y)
(b2) d @ d ®2) o d
N fr(y)d(t,y) / . Fr(y)d(t,y) /{ rolo)<0] ( /0 U> fr(y) dy

Hence, since [ du = —g(y),

d X Plaoy < — _
(@) /0 P{goY < —u}du /{y:g(yko}g(y)fy(y)dy

It follows from (d1) and (d2) and Theorem 10.4 on p.224 and

/ o) fyr () dy = / 0f(y)dy = 0,
{y:9(y)=0}

{y:9(y)=0}
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that

ElgoY] :/ P{goY>u}du—/O P{goY < —u}du
0

= / 9(y) fr(y)dy + / 9(y) fr(y) dy
{y:9(y)>0}

{y:9(y)<0}
= / 9() fr(y)dy + / 9() fyr(y)dy + / 9(y) fy(v) dy
{y:9(y)>0} {y:9(y)<0} {y:9(y)=0}
:Ammw@:/g@h@@-

The following corresponds to WMS Theorem 4.5.
Theorem 10.6.

Let ¢ € R, Y be a discrete or continuous random variable and g1, g2, gn : R — R; y — g(y) be a list
of n real-valued functions. Then

(10.19) Elc =c,
(10.20) Eleg;(Y)] = cElg;(Y)].

Further, the random variable
ZgjoY:Q—>R; ow—)Zgj(Y(w))
j=1 i

has the following expected value:

n

=) ElgjoY].

j=1

(10.21) E [Z gioY
g=il

PROOF: ®

We will not deal in this course with the sums of continuous and discrete random variables, so the
next definition is only included for completeness’ sake and to allow the formulation of theorems
10.7 and 10.8 below.

Definition 10.6. || %

IfY1,Ys,...,Y,, isalist of discrete random variables and Y7, Yy, ..., Y, is a list of continuous random
variables, all of which are defined on the same probability space (€2, P), then we define

(10.22) E

Jj=1

Zm+zwr2mm+2mmpm
i=1 j=1 i=1
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The following is the continuous random variables version of Theorem 9.4 on p.194.

Theorem 10.7.

LetY1,Ys,...,Y, : Q — Rbe random variables. (which all are defined on the same probability space
(Q, P) (n € N by Assumption 10.2.B). Some may be continuous, others may be discrete. Then the

random variable n n
YR we ) YW
j=1 j=1

has the following expected value:

(10.23) E

In other words, the expectation of the sum is the sum of the expectations.

PROOQOF: Not given here. W

We extend Definition 9.3 on p.196 of the variance and standard deviation of a discrete random
variable to the continuous case without modification, i.e.,

(10.24) VarlY] =03 = E[(Y — E[Y])?],

(10.25) oy =+/Var[Y].

Theorems 9.5, 9.6 9.7 about the variances of discrete random variables have the following counter-
part.

Theorem 10.8. Let Y be a discrete or continuous random variable. Let Y1, Ya,...,Y, : Q — R be indepen-
dent random variables (which all are defined on the same probability space (2, P) (n € N by Assumption
10.2.B). Some may be continuous, others may be discrete. Further, let a,b € R. Then

(10.26) Varly] = E[Y?] - (E[Y))?,
(10.27) Var[aY +b] =a*VarlY],

ZYJ] = ZVCLT‘D/]'] .
j=1 j=1

(10.28) Var

PROOF: The proof of (10.26) is the same as for Theorem 9.5 on p.196. The proof of the other formulas
is not given here. W

Remark 10.7. Note that independence of Y71, ..., Y, is required for the validity of (10.28)! [J
Example 10.2. A business has daily revenues R and costs C of which it is known that
e FE[R]=50and Var[R] =9,

E[C] =8and Var[C] = 16),
e Rand C are independent.
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Assuming that R and C are given in thousands of dollars,
a What are expected value and variance of the daily profit?
b Isitlikely that tomorrow’s profit will exceed 70, 000 dollars?
Solution:
Let Y denote the daily profit. Since Y = R — C, we obtain E[Y| = E[R] — E[C] = 42.
Also, by independence, VarlY| = Var[R]+ Var|[C] = 25.

Since (70 — 48)/5 = 28/5 = 5.6, tomorrow’s profit would have to rise above 5.6 SDs % to exceed
70,000 dollars. That seems extremely unlikely. [

The moments about the origin 1, the moments about the mean p, and the MGF my () of a discrete
random variable Y, all were defined as expected values. This allows us to use those same definitions
for continuous random variables.

Unless something different is stated, Y is a random variable Y : (€2, P) — R on some probability
space (2, P). Further, u = E[Y], 02 = Var[Y] and o = /Var[Y] denote expectation, variance and
standard deviation of Y.

Definition 10.7. For k£ € N, we define

(10.29) ph = E[Y¥] (kth moment of Y about the origin)
(10.30) we = E[Y — E[Y))¥] = E[(Y — p)¥] (kth central moment of Y)
(10.31) m(t) =my(t) = E[e] (moment-generating function of V)

As in the discrete case we assume that the expectations defining p) and py, exist and that there is
some § > 0 such that my () is defined (i.e., finite) for [¢| < §. O

Theorem 9.18 on p.209 remains valid for continuous random variables:

Theorem 10.9.

Let Y be a random variable with MGF my (t) and k € N. Then its kth moment is obtained as the
kth derivative of my (-), evaluated at t = O:

d*m(t)
dtk  li=0"

(10.32) e =m®(0) =

PROQF: The proof of Theorem 9.18 can be used without any alterations. W

Proposition 10.5.

100wMS erroneously states this figure as 7.2 SDs
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Let Y be a random variable with MGF my (t). Let a,b € R,Y' :=Y + a,Y" := bY. Then

(10.33) my(t) = e“my(t),
(10.34) myn(t) = my (bt).

PROOF: To prove (10.33), we note that ¢/ is constant in w. Thus, E[e!"*W] = e“E[W] for any
random variable W. Thus,

my/(t) — E[et(Y+a)] — E[etYeta} _ etaE[etY] _ etamy(t).
Formula (10.34) follows from

myn(t) = E[/®)] = E[e™Y] = my(tb). B

10.4 The Uniform Probability Distribution

Given two real numbers 6; < 63, we consider a random variable Y (w) that “lives” in the interval
[01,02], ie., P{61 <Y < 602} = 1 and has the same likelyhood of occurring in any subinterval of
same length:

Definition 10.8 (Continuous, uniform random variable).

Let Y be a random variable and —oco < 6; < 2 < oco. We say that Y has a continuous
uniform probability distribution with parameters ¢; and 6, — also, that Y is uniform on
[61,02] orY ~ uniform(é,,62) — if Y has probability density function

1

— i <y <

0, else. O

(10.35) fry) =

Remark 10.8 (uniform and equiprobable probability measures). Uniform distributions are the
equivalent of the distribution of discrete rancom variables Y that satisfy equiprobability, i.e., their
PMF py(y) = P{Y = y} is strictly positive only for finitely many numbers yi,y2,...,y, and
py (y;) = 1/nfor all j € [1,n]z. See Definition 5.3 on p.109. [

Theorem 10.10 (WMS Ch.04.4, Theorem 4.6).

If 01 < 02 and Y is a uniform random variable with parameters 01, 0o, then

01 + 0
2

(62 — 61)? _

ElY] = 12

and VarlY] =

0 0
PROOF: A simple exercise in integrating [ ydy and [y*dy. W
b1 b1
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Theorem 10.11.

Assume that Y is a continuous random variable with CDF Fy (y). Let U := Fy(Y'). Then U ~
uniform(0, 1).

SIMPLIFIED PROOF under the assumption that the CDF Fy is a bijection Fy : R —]0, 1].
The inverse Fy. ! of Fy satisfies Fy.'(Fy(y)) =y forally € R. Thus, for 0 < u < 1,

Fy(u) =P{U<u} = P{FyoY <u} = P{Fy'oFyoY < Fy*(u)}
=P{Y <Fy ()} = Fy(Fy'(w) = u.

We still must handle the cases u < 0 and u > 1. We assumed that the codomain of Fy is |0, 1].

o Thus, yeR = 0< Fy(y) < 1.
e Thus, weQ = 0 < U(w) = Fy(Y(w)) <
= [P{U<0} =0and P{U<1} =1

] ) =0 and Fy(l) = 1].
e Thus, [u<0 = Fy(u) < Fy(0) =0] and [u>1 = Fy(u) > Fy(l) =1

].

It follows that Fy; is the CDF of a uniform(0, 1) random variable. Thus, U ~ uniform(0,1). B

GENERAL PROOF || (We drop the assumption that Fy is a bijection R —]0, 1[.):

This proof follows the one of Theorem 2.1.10 in Casella, Berger [3], but it gives additional detail.
Let0 < p < 1and let

(A) G(p) == min{y € R: Fy(y) > p}.

In other words, G(p) is the pth quantile ¢, for the random variable Y. Since G is nondecreasing,
(B) Fy(p) = P{U <p} = P{Fy(Y) <p} = P{G(Fy(Y)) <G(p)}.

The most difficult part of the proof is to show that

(© P{G(Fy(Y)) <G(p)} = P{Y <G(p)}.

G(W)=’QP= mih?yf F‘(y)%l’é => G(,:,): '3,, >
GGI=vH Gh=ys

We consider two different cases. p=1 -+
e Case 1: There is a unique y such that G(p) = y. In
the picture, that would be y, for pg and ys for ps
(@ Observethat G(p) =y < p= Fy(y).
(b) Gp') <Gp)<GR") < p <p<p”
e Case 2: There are y. < y*, determined by
Glp) =y © y« <y < y* In the picture,
that would be y, = y1 and y* = y4 for F(y) = p.

10.1 (Figure). non-injective, continuous CDFE.

We now show that (C) is true for Case 1.
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We deduce from (a) and (b) that

we {G(Fy(Y)) <G)} & v (Y(w) < Gp) (= Fr(y)
<Y(w) <y

Taking probabilities shows that (C) is valid, since we obtain
P{G(Fy(Y)) < G(p) =P{Y <G(p)}.

Next, we show that (C) is true for Case 2.
The picture shows that, if Fy(y') = p’ and Fy (y) =p < y. <y <y, then
@© GO)<GO) & ¥ <ys GO)=G{D) & v <y <y%
(d Thus, G(p') <G(p) & ¢y <y* &; [y <yaory. <y <y
Clearly,

we {G(Fy(Y)) <G(p)} « G(Fy(Y(w)) < Gp)(=y.)}-
We apply (d) with y’ = Y (w) and p’ = Fy (Y (w)) and obtain
G(Fy(Y(w)) <G(p) & [Y(w) < yeory, <Y(w) <y*].

Thus, {G(Fy(Y)) < G(p)} = {Y <y} ¥ {y= <Y < y.}. Taking probabilities,

<
<

PG(Fy(Y)) < G(p)} = P{Y <y} + Py, <Y <.}

=Fy(y.) + (Fv(y*) — Fy(y.)) = Fy(G(p)) = P{Y <G(p)}.

Here, the equation next to the last follows from G(p) = y, and Fy (y.) = G(p) = Fy (y*).
We have shown that (C) also is true for Case 2.
We combine (B) and (C) and obtain

(D) Fy(p) = P{Fy(Y) <p} = P{Y <G(p)} = Fy(G(p))-

Our next goal is to show that Fy (G(p)) = p. We break this down into the following steps.
(1) By (A), Fy(G(p)) > p. We now show that also Fy (G(p)) < p.
(2) Lety,:=G(p) —1/n. Then G(p) = ILm UYn.-
(3) G(p) being the smallest y such that Fy (y) > p implies that Fy (y,,) < p.
(4) SinceY is continuous, F(y) is continuous. Thus, Fy (G(p)) = lim Fy (yn).
(5) Since Fy (yn) < pby @), lim Fy(yn) <p,ie, Fy (G(p)) < p. (See 4).)
(6) We have shown (1) and it follows that Fy (G(p)) = p.

It now follows from (D) that P{U < p} = pforany 0 <p < 1.

The boundary cases p = 0 and p = 1 are taken into account by extending the definition of G(p)
given in (A), whichis G(p) = min{y € R: Fy(y) > p}, as follows.

e Since Fy(y) > 0 for all y, it is natural to define G(0) := —oc.
o If there is some y, such that Fy (y«) = 1, then (A) remains in force for G(1).
e Otherwise, (if Fy (y) < 1 for all y), we define G(1) :=occ. B
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Theorem 10.12.

Given are a uniform(0, 1) random variable U and a continuous function F : R — [0, 1] that satisfies
the conditions of Theorem 10.1 (Properties of a Cumulative Distribution Function) on p.217:
o [’ is nondecreasing o F(—oo0) := lim F(y) = 0 e F(c0) := lim F(y) = 1
Yy——0o0 Yy—o0

(10.36) Let G:[0,1] - R; p+— G(p) := min{y € R: F(y) > p}.

Let Z := G(U) be the random variable w — Z(w) := G(U(w)).
Then its CDF matches F. In other words, Fz(y) = F(y) forall y € R.

SIMPLIFIED PROOF under the assumption that the F is a bijection F' : R —]0, 1].
We first show that G is the inverse of F'.

Since F' is both nondecreasing and injective, F is strictly increasing.

Let 0 < po < 1 and yo := F~!(po) or, equivalently, py = F(yp).

Let A:={y € R: F(y) > po}. Since F(yo) = po > po, it follows that yy € A.

Since F is strictly increasing, y < yo = F(y) < F(yo) =po = y ¢ A

Sinceyp € Aand y < yo = y ¢ A, we conclude that yp = min(A).

By (10.36), G(po) = min(A). We have shown G(py) = yo = F~1(po) for each 0 < py < 1.

Let y € R. Since G = F~!, we obtain

Fz(y) =P{Z <y} = P{GoU <y} = P{F'oU<y} = PIlULF(y)} = F(y).

The last equation follows from 0 < F(y) < 1 and U ~ uniform(0, 1). It follows that Fz(y) = F(y)
forally,ie., Fy =F W

GENERAL PROOF |[%1| (We drop the assumption that Fy is a bijection R —]0, 1[.):
Let I := Fy(R) = {Fy(y) : y € R} be the range of Fy.

Note that G(p) equals the pth quantile ¢, of a random variable with CDF F'(y). (See Defini-
tion 10.4 on p.221.)

Further, the continuity of F' guarantees that for each 0 < p < 1 one can find y € R such that
F(y) = p (and thus, p — G(p) is injective).

Thus, I is one of the following intervals: @ If 0 < F(y) < 1 forall y, then I =10, 1]

DIf0< F(y) <lforally,thenl =[0,1] @If0 < F(y) <1forally, then =]0,1]

DIf0< F(y) <1lforally,thenl=[0,1]

We will refer in this proof to Figure 10.1 on p.232 (non-injective, continuous CDF) in the
proof of Theorem 10.11.

We fix y € R. Let p := F(y). Then

(a) Since F is continuous and nondecreasing, there are numbers y, < y, such that

(b) Either F is strictly increasing at y and then y. = y = y,, or F'is “flat around y” and y. < yx.
(¢) Forp' € I, choose ¢/ such that F(y') = p’. Then, since F(y.) = p,

<y
(d) Further, since F' is nondecreasing, G also is nondecreasing. Thus, p’ <p < G(p') < G(p).

P<p e Fiy)<p e y<y. and p'<p & F)<p & ¢y <y* & GO)

It follows from (c) thatp’ < p < GO') <G(p) & Vv <y* & GO') <y*.
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Letw € Qand p' := U(w). Recall that p = F(y). Then

GUW) <y e [GW)<ap)] L ¥ <p] & [Uw) <Fy).

We take probabilities and obtain, since U ~ uniform(0, 1) implies P{U < p} = pfor0 <p <1,
Fz(y) = P{GWU) < y} = P{U < F(y)} = F(y).
To summarize, we have shown that Fz(y) = F(y) forally ¢ R. B

Remark 10.9. A special case of Theorem 10.12 can be found in WMS Ch.06.3, Example 6.5, which
shows how to solve the following problem: Let U be a uniform random variable on the interval

(0,1). Find a transformation G(U) such that G(U) possesses an exponential distribution with mean
6. O

10.5 The Normal Probability Distribution

Many numerical random phenomena yield his-
tograms which are approximately unimodal (a
single highest value) and symmetric around the
mean g, like the picture to the right, and they
adhere to the empirical rule: Approximately

e 68% of the data fall between p +1- o

e 95% of the data fall between y +2 - o

e 99.7% of the data fall between 1+ 3 - o
Such data are adequately modeled by the nor-
mal distribution.
The empirical rule is also known as the 68%-95%-99.7% rule.

fly)

Source: WMS Ch.4.5

Definition 10.9 (Normal random variable).

Let 0 > 0 and —oo < p < oo. We say that a random variable Y has a normal probability
distribution with mean z and variance o2 if its probability density function is

(10.37) fr(y) = ——e-G0?/C) (yeR). O

oV 2

We also express that by saying that Y is A (u, 0?). Moreover, we call Y standard normal if
Y is A(0,1).

We will see that E[Y] = pand Var[Y] = o2 This justifies calling the parameters 1 and % the mean
and variance of the distribution.

Lemma 10.1.

(10.38) (y—p)® — 2yto® = [y — (u+ta?)]* — 2uto® — 20*.
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PROOF: We multiply out the right-hand expression and obtain
RS. =[y — (u+ta2)]2 — 2uto? — t*o?
=% — (p+to?) + (p? + 2uto? +t20%) — 2uto? — t20*
=y® — 2uy — 2yto” +
=(y—p? - 2yte> = LS. N

Proposition 10.6.

Let the random variable Y be A (p, 02). Then

(10.39) my (t) = ettt (@2

PROOF:

> 1 (y u

my (t) = eVt e d
0 / v y
<yt)<2a2> _lmw? p
= é 20 y
O'\/
= — [(y—1)? —2yt0?] dy .
We apply Lemma 10.1 and obtain for the exponent the following.
1 2 1 2)12 2 2 4
~552 [(y n)? — 2yta] = —ﬁ{[y — (u+to )] — 2uto” — t°o }
2
ly — (u+to?)] 1 2 4
= - 552 +22[2uw + t?0"]
t?0% 1 [y — (n+to?)
—ut 4+ —— LT
ST T [ o }
It follows that
£y 2o -1 {y—(wm?)r
my (t) et e 7 d
v(®) 0'\/ 2m Y
pt+ta % yi(uth)) dy
oV2m

The expression in square brackets is the integral f y)dy, where ¢(y) is the PDF of a normal

—0o0
variable with mean p + to? and variance o2. Thus, this integral evaluates to 1 and it follows that

t2z72

my(t) = e .
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Theorem 10.13 (WMS Ch.04.5, Theorem 4.7).

If Y is a normally distributed random variable with parameters (y and o, then

ElY] = p and Var[Y] = o?.

PROOF: We differentiate my (t) = exp{ut + #} twice and obtain

2o
my (t) = (u+to®) exp {,ut + 2} ,

202 202
mi(t) = (u+to?)? exp {ut + 2} + o2 exp {ut + 2} .

Thus,the first and second moment about the origin are

ElY] =uy = my(0) = (n+0)e” = p,

E[Y? =uh = mf(0) = (u+0)%e® + o%e® = p? + o2,
Finally,

VarlyY] = E[Y?Y] — (BlY])? = > + 0> = 2 = o>, B

Remark 10.10. The importance of the normal distribution stems from the so called Central Limit
Theorem (Theorem 13.13 on p.339), which we will discuss in Chapter 13 (Limit Theorems). It states
the following.

e Givenisaniid sequence of random variables Y7, Y3, . .. with common expectation p := E[Y]
and finite standard deviation o := /Var[Y;] < oo and a standard normal variable Z.
e TForn € N, we define Y, := 1 i Y, = Hhtdth and 7, = Yn—,u‘
4 n J n n o / \/ﬁ

7j=1
e An aside: One easily sees from Theorems 10.7 (p.229) and 10.8 that E[Y,,]| = u, oy, = 0/y/n
and thus, E[Z,] =0, Var[Z,] = 1.
e The Central Limit Theorem states that for each fixed z € R, Fz, (z) converges to Fz(z).

Z 1
e Inotherwords, lim P{Z, <z} = lim Fy (2) = Fz(z :/ —
O

e /2 dt forall .

10.6 The Gamma Distribution

Whereas the normal distribution is a good fit for histograms which are symmetric, many random
phenomena yield left skewed (also referred to as left tailed) or right skewed (also referred to as
right tailed) histograms which are more appropriately modeled by distributions which themselves
also are left or right skewed.
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Left skewed distribution Right skewed distribution
The gamma distribution which we discuss here can be used to generate all kinds of right skewed
distributions.

Definition 10.10 (Gamma random variable).

Let o > 0 and —oco < p < co. We say that a random variable Y has a gamma distribution
with shape parameter o > 0 and scale parameter 5 > 0 if its probability density function is

yaflefy/ﬁ f
¥ = 0 <
(10.40) frw) = § Fo(@) C TEYE
0, else,
where I'(«) is the gamma function
oo
(10.41) INa) = / y e Vdy.
0

We also express that by saying that Y is gamma(a, §). O

Proposition 10.7. The gamma function satisfies the following:

(10.42) I =1,
(10.43) I'Na) =(a—1I'(a—-1)  foralla>1,
(10.44) I'(n) =(n—-1)!  foralln € N.

PROOF: (10.42) is immediate from [ e Ydy = —e‘y‘zo =0—(-1) = 1.
0

We obtain (10.43) from integration by parts of I'(«):
I(a) =y ' (—e7Y) ‘ZO + / (a—1)y*2e ¥ dy
0
=0+ (— 1)/ yle D=1y gy
0

=(a—1I'(a—-1).
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To show (10.44) we observe that repeated application of (10.43) yields

'n) =(n—1)T'(n-1)

=n-1)(n—-2)(n—-3)---2-1I'(1).
Since I'(1) = 1 by (10.42), it follows that

'n) = (n—-1)(n—-2)(n—3)---2-1 = (n—1)!.

Proposition 10.8.

If the random variable Y is gamma(c, 3) it has MGF

PROQOF: | We define

() =it

and observe ’chatﬁ~ >0forl—t8>0,ie., fort < 1/8. Further,

(B) y _ (ytwh) _ —y(d-th) _ 7y/ B

¥ _ _
g g g (1—1tB) g

Thus,

0 a—1,—y/B
my(t) = E(Y) = / el [ye] dy
0

pel ()
B i 0 yafl [ B y:| ®) i () yafl efy/ﬁ
5 fmer g ® m [ T o
Part of (B) is —y(l/B—t,B) = _By. Thus, (l—tﬂ)ﬂ~ = f3; thus, 8% = (l—tﬁ)a-ﬁa; thus,
B 1 ‘ 9] yafl efy/ﬁ~ B 1 ‘ [e'S)
w0 =g |, e wo e

Here, the function ¢(y) is the PDF of a gamma(c, ) random variable. It follows that Jo(y)dy =1
0

and we conclude that my (t) = 1/(1 —t5)*. R
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Theorem 10.14 (WMS Ch.04.6, Theorem 4.8).

Let the random variable Y be gamma(c, B) with o, B > 0. Then

ElY] = af and VarlY] = aB%.

PROQF: We obtain those results by differentiating the MGF of Y.

my(t) = (1—p4t)"% = my(t) = (—a)(1 - )" (-p)
= my(t) = (—a)(=B)(-B)(—a—1)(1 - pt) 2.

Thus,

my (0) = (=a)(1-0)"*" (=) = ap,
my(0) = (-a)f*(~a—1)(1-0)77? = (-a)?f* — (-a)f* = a?6* + ap?.

In other words, E[Y] = a8 and E[Y?] = a8 From this,

VarlY] = E[Y? — (E[Y])? = (a®8% + af?) — ?8> = a5>. B

Definition 10.11 (Chi-square distribution).

Let v € N. We say that a random variable Y has a chi-square distribution with v degrees
of freedom, in short, Y is chi-square with v df , or Y ~ x%(df=v), or Y is chi-square(v),
or Y is x?(v), if Y is gamma(v/2,2). In other words, Y must have a gamma distribution
with shape parameter v/2 and scale parameter 2. [

Theorem 10.15 (WMS Ch.04.6, Theorem 4.9).

A chi-square random variable Y with v degrees of freedom has expectation and variance

EY] =v  and VarlY] = 2v.

PROOF: This follows from Theorem 10.14 witha =v/2and f =2. R

Definition 10.12 (Exponential distribution).

We say that a random variable Y has an exponential distribution with parameter 5 > 0, in
short, Y is expon(p), if Y ~ gamma(l, 3); in other words, if Y has density

1
Ze WP, for0<y< oo,
(10.46) fy(y) = {5

0, else. O
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Proposition 10.9.

Let Y be an exponential random variable with parameter 3 and y > 0. Then,

P{Y >y} = e ¥/8, Thus, Fy(y)=1 — e ¥/5.

PROQF: This follows from

>*1 1 o0
P{Y >y} = / Befy/ﬁdy = —ﬁ-gwfy/ﬁ = _(o_e*y/ﬁ)' [
y y

Remark 10.11. In many textbooks exponential random variables are expressed in terms of A = 1/4.
Then its PDF is

Ne ™ for0<y< oo,
(10.47) fr(y) =
0, else. [

Theorem 10.16.

An exponential random variable Y with parameter [ has expectation and variance

ElY] =8 and VarlY] = g2

PROOF: This follows from Theorem 10.14 witha=1. R

Proposition 10.10 (Memorylessness of the exponential distribution). Let Y be an exponential random
variable. Let t > 0 and h > 0. Then

(10.48) P{Y >t+h | Y >t} = P{Y > h}.
PROQF: From the definition of conditional probability and
{Y >t+h} n{Y >t} ={Y >t+h},

it follows that PIY > 14 1)
> t+
PlY >t+h | Y >t} =———
W>tah | V>t =—p—0
We obtain
*1 1 1 o0 o0
PIY > t+h) — S By — ——_ . . —y/ﬁ’ _ _—y/B’ — o (t+h)/B
¥ > t4h} /t+hﬂe (V- A TS T
and
© 1 00
P{Yy > t} = / —eVBqy = —e_y/ﬁ‘ = U8,
¢ B t
Thus,
6_(t+h)/ﬁ
PY > t+h | Y >t} = ——5 = e P = Py >h}. B
e

Remark 10.12. The property (10.48) of an exponential distribution is referred to as the memoryless
property of the exponential distribution. It also occurs in the geometric distribution. O
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10.7 The Beta Distribution

This chapter is merely a summary of the most impportant material of WMS Chapter 4.7 (The Beta
Probability Distribution).

Like the gamma PDF, the beta density function is a two—parameter PDF defined over the closed
interval 0 < y < 1. y often plays the role of a proportion, such as the proportion of impurities in a
chemical product or the proportion of time that a machine is under repair.

Definition 10.13 (Beta distribution). || %

A random variable Y has a beta probability distribution with parameters « > 0and 5 > 0
if it has density function

y 1 —y)Pft
(10.49) fr(y) = Bl  f0sysl
0, else,
where
b _ I'(a)T(8)
_ a—1 _ B—1 o
(10.50) B(a,8) = /0 -y = HOTE

We also express that by saying that Y is beta(c, 8). O

Beta density functions come in a large variety of
shapes for different values of o and 8. Some of
these are shown in the figure to the right.

Note that 0 < y < 1 does not restrict the use of
the beta distribution. It can be applied to a ran-
dom variable defined on the interval ¢ <y < d by
means of the transformation § = (y — ¢)/(d — ¢)
which defines a new variable 0 < § < 1 which has
the correct domain for the beta density. .

nu
=R
W

™R
wWou

™R
o
(SR

1 y

Beta density functions. Source: WMS

Theorem 10.17. || %

If Y is a beta—distributed random variable with parameters o > 0 and 3 > 0, then

By] = —° and  VarlY] = (a+5)2?f+5+1)’

PROQF: See the WMS text
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10.8 Inequalities for Probabililities

This chapter lists some very useful estimates for probabilities which involve the moments of a ran-
dom variable. Among them is the Tchebysheff inequality.

Theorem 10.18. || %

Let Y, Z be continuous or discrete random variables and a > 0. Assume further that Y > 0. Then

(10.51) P{Y >a}) < EEIY] ,
1052) P{iz) 2 o) < 221

(10.51) is known as the Markov inequality

PROQF of (10.51), with the methods of Chapter 6 (Advanced Topics — Measure and Probability):

E[Y] = /YdP = YdP + YdpP > Ydp > / adP = a-P{Y >al}.
Q Y>a Y>a Y>a

Y<a

We divide by a > 0 and obtain (10.51).

ALTERNATE PROOF of (10.51), '°! for continuous random variables. The discrete case is handled
in a similar fashion.

Let fy (y) be the PDF of Y. We observe the following;:
(@ Y > 0implies y fy(y) = 0for —oo <y < 0.
b) yfy(y) > 0for 0<y< oo
© yfy(y) = afy(y) fora<y<oco.

Thus,

E[Y] = /Ooyfy@)dy o /Oooyfy@)dy - /anfy(y)dy T /Ooyfy@)dy

—0o0

2 [Tunway € [Tapidy = o [ vy = aPly za),

We divide by a > 0 and obtain (10.51).

PROOF of (10.52): Since |Z|" > 0 and a™ > 0, we can apply (10.51) with |Z|" in place of Y and " in
place of a:

El|ZI"]

an

(A) P{|Z]" = a"} <

Since the function x +— 2" is (strictly) increasing, |Z(w)|" > a" & [Z(w)| > a.

0156urce: https:/ /en.wikipedia.org/wiki/Markov%27s_inequality
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Thus, (A) yields P{|Z| > a} < EJ[|Z|"]/a"™ and this proves (10.52). W

The work we have done here allows us to quickly prove the Tchebysheff inequalities in the form
listed in WMS Chapter 4.10 (Tchebysheff’s Theorem).

Theorem 10.19 (Tchebysheff Inequalities).

Let Y be a random variable with mean pn = E[Y] and standard deviation o. Let k > 0. Then

1
(10.53) P{Y =4l > ko} < —,
(10.54) P{Y —ul < ko} 21— 5.

Both (10.53) and (10.54) are known as the Tchebysheff inequalities
PROOF: We apply (10.52) withn = 2, Y — pin place of Z, and ko in place of a. We obtain

E[lY — ul? E[(Y — u)? o2 1
P{lY —p| > ko}) < H(kJ)ZM ] _ [((kJ)QM) ] = o=

This proves (10.53). Since the event {|Y —u| < ko} is the complement of the event {|Y —u| > ko},
(10.54) follows. W

Remark 10.13. Some comments about the Tchebysheff inequalities:
(@) Both inequalities state the same, since the events {|Y — | < co} and {|Y — p| > co} are
complements of each other. We had noted this in the proof of Theorem 10.19.
(b) The inequalities are not particularly powerful, but consider that they are universally valid,
regardless of any particulars concerning Y'!
(c) If we write a := ko and thus, k = a/o, we obtain
VarlY]

a2

Var[Y]

a2

P{lY —pu| <a} > 1 — .0

and P{lY —p| > a} <

Example 10.3. ACME Co. produces screws. Their lengths follow a distribution with a mean of
p = 18.40 mm and a variance of o = 0.64 mm?. In other words, the length Y of a randomly picked
screw (a sample of size 1) has E[Y] = 18.40 and Var[Y] = 0.64.

A screw can only be sold if its length is within 17.20 and 19.60 mm. How likely is it that a screw is
produced that cannot be sold?

Solution: We observe that E[Y] = 18.40 is the midpoint of the interval [17.20, 19.60] and that
e ascrew cannotbe sold < Y (w) ¢ [17.20,19.60] < |Y(w)— E[Y]| > (17.20,19.60)/2 = 1.2.

We solve
ko = |Y —E[Y]| = 1.2, ie, V064k = 0.8k = 1.2,

for k and obtain k = 1.2/0.8 = 3/2. Thus, k? = 9/4.
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Tchebysheft’s inequality (10.54) then yields the following upper bound for the probability of obtain-
ing a sample with a difference Y (w) — p as large as or even larger than the one we have sampled:

P{Y — | > ko} < % — 4/9.
This example demonstrates the low quality of the bounds that we obtain from Tchebysheff’s in-
equalities. For example, let us assume we know that Y follows a normal distribution, i.e.,

Y ~ N (p=18.40,0% = 0.64),
then we can deduce from the empirical rule (the 68%-95%-99.7% rule) 192 that

032=1-068 ~P{|Y —p| > 1-0}
> P{|Y — y| > 1.50}
> P{Y —y| > 20} ~ 1-0.95 = 0.05.

Thus, higher precision calculations show that the more likely event of ¥ (w) not being within one
standard deviation of 18.40 mm only has a probability of 0.32, substantially less than our overly
generous estimate of 4/9 = 0.444 for the less likely event of being within 1.5 standard deviations.

By the way, the exact figure (in the case of Y ~ 47(18.40,0.64)) is P{|Y — p| > 1.50} ~ 0.1336.
This is less than one third of the Tchebysheff estimate. [J

Example 10.4. It has been established some time ago that the data in the population of interest
follow a distribution with a mean of = 18.40. In other words, a random pick Y (a sample of size
1) from that population has E[Y]| = 18.40. There have been concerns that the composition of the
population has changed significantly and p with it. An SRS (simple random sample) is drawn from
that population and mean and variance are estimated from the realization of this sample as

Y(w) = 1760 and  S*(w) = 6.25.10

Is the deviation of Y (w) from p big enough to discard x4 = 18.40 and go through the process of
establishing a new population mean?

Solution: We use S? = 6.25 for 0> = Var[Y]. Then o = /6.25 = 2.5. We solve
ko = |Y — E[Y]], ie, 0.25k = |17.60 —18.40] = 0.8,

for k and obtain k£ = 3.2. Thus, ¥* = 10.24. Since E[Y] = E[Y] it follows from Tchebysheff’s
inequality (10.54) that the probability of obtaining a sample with a difference Y (w) — E[Y] as large
as or even larger than the one of the sample we have drawn, is

1 1
Py — > 1 — =1 - — — 0.902344.
(Y =nl < ko = 2 10.24

This probability is very large and shows that our sample mean Y = 17.60 does not contradict the
assumption that the population mean 18.40 [

1%2gee the introcduction to subch.10.5: The Normal Probability Distribution

18y = 17.60 is the so called sample mean (see Example 11.5: Variance of the sample mean on p.267) and
1

n—1

13.3 (Sampling Distributions) of Chapter 13(Limit Theorems). See Definition 13.4: Sample variance on p.333.

S% = S%(w) = 3 Yi(w) — Y(w))? | is the so called sample variance which will be introduced in subchapter
j P p

j=1
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10.9 Exercises for Ch.10

Exercise 10.1. ' A business has daily revenues R and costs C of which it is known that
e R~ N (u=50,02=9) e C ~chi’(df =8) e Rand C are independent.
Assuming that R and C are given in thousands of dollars,

a What are expected value and variance of the daily profit?
b Isitlikely that tomorrow’s profit will exceed 70, 000 dollars?

Solution:
Let Y denote the daily profit. Note that
e E[Rl=p=50 e E[C]=df =8) e Var[R|=02=9 e Var[C] = 2df = 16).
Since Y = R — C, we obtain E[Y| = E[R] — E[C] = 42.
Also, by independence, Var[Y| = Var[R]+ Var|[C] = 25.

Since (70 — 48)/5 = 28/5 = 5.6, tomorrow’s profit would have to rise above 5.6 SDs '»° to exceed
70,000 dollars. That seems extremely unlikely. [

104This a corrected version of WMS Exercise 5.113.
105WMS erroneously states this figure as 7.2 SDs
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11 Multivariate Probability Distributions

Like the previous chapter, this one is extremely skeletal in nature. It contains very few examples.
You are reminded again that you must work through the corresponding chapters in the WMS text.
In this case, that would be WMS Chapter 5 (Multivariate Probability Distributions).

11.1 Multivariate CDFs, PMFs and PDFs

Assumption 11.1 (Comma separation denotes intersection). We will follow the following con-
vention for the notation of events that are generated by random variables or random elements
XY, Z...

eparating commas are to be interpreted as “and” and not as “or”. Thus, for example,
S t to be int ted as “and” and not as “or”. Thus, f 1

{XeB,Y=0,5<7Z<8 ={XeBandY =aandb5 < Z < 8}
={XeBln{Y=a}n{<Z<8.0

Definition 11.1 (Joint cumulative distribution function).

Given are two random variables Y7 and Y>. No assumption is made whether they are dis-
crete or continuous. We call

(11.1) F(y1,y2) == Fyv,v,(y1,y2) == P(Y1 <y1,Y2 <o), where y1,12 € R,

the joint cumulative distribution function or bivariate cumulative distribution function
or joint CDF or joint distribution function of Y; and Y>. [

Theorem 11.1.

Let Y and Y, be random variables with joint CDF Fy, y,(y1,y2). Further, assume that d :=
(a1,a2) € R2and b := (by,by) € R? satisfy ay < by and ag < by. Then,

(112) FY1,Y2(_007 _OO) = FYl,Y2(_OO’ y2) = FY1,Y2 (yla _OO) = 0.
(11.3) Fy, v,(00,00) =1,
P{a; <Y1 <bi, a2 <Yy <bo} = Fy, v,(b1,b2) — Fy, v,(a1,b2)

(11.4)
— Fyy vy(b1,a2) + Fy, y,(a1,a2),

(11.5) Fy, v, (b1,b2) — Fy, yy(a1,b2) — Fy, v, (b1,a2) + Fy, y,(a1,a2) >0,

PROOQOF:

(11.2) follows from
P{Y) < —0} = P{Ys < -0} = 0.
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(11.3) follows from
P{Y1 < o0, Y2 < o0}

(11.5) is immediate from (11.4).
Finally, for the proof of (11.4), we see from the three pictures below the following:

= P(Q) = 1.

P{a; <Y1 < b1, ag < Ys < ba} = black rectangle in the upper right corner

Fy, v,(b1,b2) = shaded area in the right drawing

shaded area (below black rectangle) in the left drawing
shaded area (to left of black rectangle) in the middle drawing
area marked with a red C

Fy, v,(b1,b2)

Fy, v, (b1,a2) =
Fy, v, (b1, a2)
Fy, v, (a1, a2)

H> ||> |

The expression — Fy, v,(a1,b2) — Fy, v, (b1, a2)

would correspond to the black

rectangle, except that we subtracted the red C area twice. We add Fy, y, (a1, az) to compensate.

Definition 11.2 (Joint probability mass function).

Let Y7 and Y5 be discrete random variables. We call

(11.6) P(Y1,Y2) =pviye(W1,2) = P{Y1=uy1,Y2 =10},

of Viand V5. O

the joint probability mass function or bivariate probability mass function or joint PMF

where y1,y2 € R,

Just as in the univariate case, py; v, (y1, y2) assigns nonzero probabilities to only finitely or countably

many pairs of values (y1, y2). As in the univariate case, by definition,

D

(y1,92)€B,
Py, Y (Y1,92) >0

> rmm ) =

(y1,92)€EB

Proposition 11.1 (WMS Ch.05.2, Theorem 5.1).

Py1.Ys (Y1, 92) -

1)  pviv,(y1,y2) > 0 forall yi1,y2 € R,
(2) Z le,Yz(ylayQ) =1

91,92

B Fviyv,(y1,92) = Dyy v, (U1, u2)
u1 <y1, u2<yY2

w1 <y1 u2<y2

If Y1 and Y5 are discrete random variables with joint PMF py, y, (y1, y2), then

E E pyl,)@ ul,u2 .
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PROOF: Obvious. W

Definition 11.3 (Jointly continuous random variables).

Let Y7 and Y, be random variables with joint CDF F'(y;,y2). We call Y7 and Y5 jointly
continuous if F(y1, y2) is a continuous function of both arguments. [J

Assumption 11.2 (Jointly continuous random variables have PDFs). We will follow the following
convention for the notation of events that are generated by random variables or random elements
XY, Z...

2
0 FYl,Y2

exists and is
0y10y2

We assume for all jointly continuous random variables Y; and Y5 that

continuous except for (yi,y2) € B*, where the set B* C R?2 satisfies that
B*N B is finite for any bounded subset B € R? (bounded sets are those contained in a circle
with sufficiently large radius).

. . ) 0%~
This assumption guarantees for all y1,y2 € R, when we write fy, y, for Y1Y2 that

dy10ya ’
Y1 Y2
Fy, v, (y1,92) = / Iy ve (w1, ug) dug duy
—00 —0oQ0
Y2y
(11.7) = /_ i,y (w1, ug) duy dus .

= // fY1,Y2(u17U2) duy duy . O

|—00,y1 X]—00,y2]

Definition 11.4 (WMS Ch.05.2, Definition 5.3).

Let Y7 and Y5 be continuous random variables with joint distribution function F'(y;, y2) and
O’ Fy, v,

0y10y2
ity density function or joint PDF of Y7 and Y>. O

second derivative fy, v, (y1,%2) = (y1,92). We call fy, y,(y1,y2) the joint probabil-

Theorem 11.2.

Let Yy and Y3 be jointly continuous random variables with joint PDF fy, v, (y1,y2), then
(1) le,Yz(ybyQ) Z 0 fOT' all Y1, Y2.
oo o0

2 [ | myve,y2)dyidys = 1.

—00 —00

PROOQF: An easy consequence of Theorem 11.1 on p.247. W
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11.2 Marginal and Conditional Probability Distributions

Definition 11.5 (Marginal distribution of two random variables).

LetY = (Y1, Y3) be a vector of two random variables with joint distribution
By x By — Py, y,(B1 X By) = P{Y; € B1,Y> € By}, where B;,Bs CR.
We call the probability measures
(11.8) Q1:B1— Py, v,(B1 xR) and Q2 : By — Py, v,(R X Ba)
the marginal distributions of ¥ = (Y1,Y3). O

Proposition 11.2.

The marginal distributions of Y = (Y1, Ys) are the distributions Py, and Py, of the coordinates
Y1 and Ys. In other words, Q1 = Py, and Q2 = Py,

PROOFE: Since, Yi(w) € B < Yi(w) € B and Y,(w) € R holds for all B C R, we obtain
Q1(B) = Py y,(BxR) = P{Y1 € B,Y, € R} = P{Y; € B} = Py,(B), whenever B CR.
Thus, Q1 = Py,. We obtain in a similar fashion from Y>(w) € B < Yj(w) € Rand Ya(w) € B, that
Q2(B) = Py,(B), foral BCR. R
We retire the symbols ()1, Q)2 and denote subsequently the marginal distributions of Y = (Y1,Y2)
by Py, and Py,.

Definition 11.5 translates for discrete random variables, whose distribution is determined by their
joint PMF and for continuous random variables, whose distribution is determined by their joint
PDEF, to the following.

Definition 11.6 (Marginal PMF and PDF).

(@) LetY; and Y5 be discrete random variables with joint PMF py, v, (y1, y2). We call
(11.9) i) = Y pvive(ige) and py(12) = D pvive(¥1,12)

all yo all y1
the marginal probability mass functions or marginal PMFs of Y7 and Y5.

(b) LetY; and Y5 be continuous random variables with joint PDF fy, y, (y1, y2). We call

(11.10) fyi(y1) Z/_ iye (Wi, y2)dy2 and  fy, (y2) 2/_ Jyive (Y1, 92) dys -

the marginal density functions or marginal PDFs of Y; and Y5. O

Remark 11.1. We recall Definition 5.7 of P(A | B), the probability of the event A conditioned on the
event B, which is defined for P(B) > 0 as

P(ANB)

PAIB) = —5p
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We also recall that, if P(B) > 0, the set function A — P(A | B) is a probability measure on (2. See
Theorem 5.8 on p.118. We replace the general events A and B with events {Y; = y;} and {Y> = y»}
and obtain, if P{Y; = y2} >0,

P{Y1 = y1, Yo = y2}
P{Yy =32}

As we always do for conditional probabilities, we interpret (11.11) as the probability that the ran-
dom variable Y7 equals y;, given that Y5 equals y».

(1111) P{YI =Y1 ’ Y2 = yg} =

Not much can be done with formula (11.11) for continuous random variables Y; and Y5, because
P{Ys = y2} = 0 for all yo € R; but it shows us how to define conditional PMFs for discrete random
variables. O

Definition 11.7 (Conditional probability mass function).

Let Y] and Y5 be discrete random variables with joint PMF py, v, (y1, y2) and marginal PMFs
Py, (y1) and py, (y2). Then we call

P{Yi =y | Ya =}, if P{Yo=1y}>0,

11.12 =
( ) Pyifya (U1 | 92) {undeﬁned, if P{Yo =42} =0,

the conditional probability mass function or the conditional PMF of Y; given Y5.

Likewise, we call

P{Yo =y | Vi =y}, if P{Y1=uy1}>0,

11.13 =
( ) Pyslya (y2 | 91) {undefined, if P{Y1=y1}=0,

the conditional PMF of Y, given Y;. [

Remark 11.2. Note that conditional PMFs can be expressed in terms of joint PMF and marginal
PMFs:

Py1,Y2 (Y1, Y2)

(11.14) Pyviys (W1 [ y2) = ) if py, (y2) > 0,
(11.15) Prap (o | ) = 22 W022) ey 0 O
pvi (1)

We had mentioned in Remark 11.1 on p.250 that we must find an alternative to the formula

P{Y1=uy1, Yo =y2}
P{Ya =y}
used for discrete random variables conditioning, when conditioning a continous random variable

on another continuous random variable. And yet, the discrete case formulas. (11.14) and (11.14)
will guide us in creating the appropriate definitions.

PYi=y | Y2 =1} =

From a modeling perspective, when one is concerned with expressing reality in mathematical terms,
the next two definition have proven very useful.
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Definition 11.8 (Conditional probability density function).

Let Y1 and Y, be continuous random variables with joint PDF fy, |y, (y1,y2) and marginal
densities fy; (y1) and fy, (y2). Then we call

My y2) .

= if fy, (y2) >0,
(11.16) Fama ly2) =3 M) o

undefined , if fy,(y2) =0,

the conditional probability density function or the conditional PDF of Y; given Y5.

Likewise, we call

Iyiva (Y1, 92)

’ if fY (y ) > 07
(11.17) oy (2 [ y1) = fvi(y1) s
undefined , if fy,(y1) =0,

the conditional PDF of Y5 given Y7. O

Definition 11.9. || %

Let Y7 and Y3 be two jointly continuous random variables. Then,

Yy e (U1, y2)

oo fra(y2) =

(11.18) Fyi v, (y1 [ y2) =

defines the conditional distribution function or conditional CDF of Y; given Y5 = y,. O

Remark 11.3. We interpret fy,|y,(y1 | y2) and Fy,}y,(y1 | y2) as follows:

P{y1 <Y1 <y1 +6, 52 <Y <yo+ 0}

Fyiv,(y1 | y2) = P{Y1 <1 | y2 < Yo <o+ 0},

for very small § > 0. As § — 0, the error of approximation becomes smaller and smaller. [

11.3 Independence of Random Variables and Discrete Random Elements

We discussed in Chapter 5.2 (Conditional Probability and Independent Events) the independence
of two, three, finitely many, sequences, and arbitrary collections of events. See Definitions 5.8 on
p-120 through 5.12 on p.121. After the formal definitions of random elements and random variables
in the next chapter, we then defined in Chapter 5.4 (Independence of Random Elements) the inde-
pencendence of any collection of random elements (X;);c;. Since discrete and continuous random
variables are random elements, that definition covers independence of two, three, finitely many,
sequences, and arbitrary collections of discrete and continuous random variables. This definition
was based on the independende of certain events A; C €2, namely preimages

A = {X; € A} = X;H(4A)
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of subsets A/ of the codomain of the X;. We saw the following.

A. If the X; are discrete random elements, then it suffices to verify the independence formula (5.48)
of Definition 5.17 (Independence of arbitrarily many random elements) on p.131,

P{Xil cAl XZ'Q c Al ;sz GA/%}

217 127

= P{X;, € Al } - P{X;, € A} P{X;, € A}, forall A} C Q.

for singleton sets A} = {w; } of the codomain. See Fact 5.2 on p.132. Since discrete random vari-
ables are discrete random elements, the above applies in particular to discrete random variables.

B. If the X; are real-valued, i.e, they are random variables, it suffices to verify (5.48) for intervals
A;k =] — o0, Bi,. Here, the §;, are real numbers. See Fact 5.3 (Independence of random variables)
on p.135.

In this chapter we elaborate on that material. There will be some repetition.

Introduction 11.1. Let X, X5 : (2, P) — Q' be two random elements (recall that they are called
random variables only if ' C R). Not all events A C 2 are meaningful for X; and X5. Rather, only
events generated by X; and by Xy, i.e,, events of the form {X; € B;} and {X, € By} for suitable
B1, By C €Y will matter.

Since independence of two events A; and Ay is defined by P(A; N Ay) = P(A;1)P(As2), the proper
way to define independence of X; and X, seems to be

(11.19) P{X, € By, X2 € By,} = P{X, € By} -P{Xy€ By,} forallrelevant By, By C Q.

What are the relevant sets B;? We answer that question for discrete random elements (hence, also
for discrete random variables) and for continuous random variables.

(@) Assume that X : (2, P) — ' is a discrete random element with PMF px(x). In other words,
there is a countable Q* C €)' such that, for any B C ¢/,

P{Xe€B} = Px(B) = > px(z) =) px(x) = > P{X=uz}.

zeQ*NB r€EB z€EB

These equations show that the distribution of X is determined by the events {X = z}. Thus, the
relevant sets for X are of the form B = {z}. The above is expressed in Fact 5.2 on p.132.

(b) Assume that Y is a continuous random variable on (€2, P) with PDF fy (y). Then the probabili-
ties for the events that matter, the events {a <Y < b} where a < b, are

b
Pla<Y <b} = / Fr(w)dy.

(See (10.4) in heorem 10.2 on p.219.) This equation shows that the distribution of Y is determined by
the probability density function fy (y). Thus, the relevant sets for continuous Y are the intervals B =
Ja, b]. 10 Matter of fact, it suffices to consider the intervals B =] — oo, b]. See Fact 5.3 (Independence
of random variables) on p.135.

1%Since P{X = a} = 0 forall a € R, it does not matter whether we do or do not include the end points. See Proposition
10.1 on p.218.
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The above justifies to express the independence of discrete random elements X; and X> as
P{X1 =21, Xo=m2,} = P{X1 =1} -P{Xo=u9,} forallzy,zs € Q.

Equivalently, that formula can be expressed as

(11.20) Px1,x (21, 22) = px,(x1) - px, (x2) forall z1, 20 € Q.

Moreover, the above also justifies to express the independence of continuous random variables Y;
and Y; by means of

Pla<X;<bc<Xo<d} = Pla< X1 <b} -P{lc<Xy<d} foralla<bandc <d.

Equivalently, this can be expressed as

b d b d
(11.21) / / Favs (s o)y iy = / fri (y1)dys - / fva(y2)dyz foralla < band c < d.

We had remarked that it is sufficient to verify those formulas for b = d = oo:

w2 [ e = [ faldn [ e forallacer

The CDF (cumulative distribution function) Fy (y) gives us for both discrete and continuous ran-
dom variables (but we must exclude discrete random elements) a unified way to express what was
stated in (a) and (b) as follows.

In the discrete case (a), P{Y = y} can be written in terms of Fy as follows.
P{Y =y} = P{Y <y} — P{Y <y} = Fy(y) - Fy(y—-).
Here Fy (y—) = a<1yi}(§1_)y Fy (a) is the left-hand limit of the (monotone) function Fy (-) at y.
In the continuous case (b), the relevant probabilities P{a < Y < b} can be written in terms of Fy as

follows.
Pla<Y <b} = P{Y <b} — P{Y <a} = Fy(b) — Fy(a).

In both cases, independence of Y; and Y5 is expresed by the formula

(11.23) Fy,v,(y1,92) = Fy,(y1) - Fy,(y2) forally;,y2 € R. O

From (11.23) we obtain the following.
Definition 11.10.

A This has been replaced with Theorem ?? on p.??, in the addenda to this chapter. [
@@Author

Theorem 11.3 (Functions of independent random variables are independent).

Let Y = (Y1,...,Y4) : (2, P) — R be a vector of k independent random variables and h; : R — R.
o Then the random variables hy o Y1, ..., hy o Y}, also are independent.
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PROOFEF: We recall (2.50) of Proposition 2.8 (Preimages of function composition) on p.45: Let f :
X—>Y and g:Y - Z and W C Z. Then

(A) (gof)y™h =flog e, (gof/)TW) = fH (g7 (W)).
We use this twice in the following calculations.

P{hjoY; € Bj,(j =1,...,n)} =P{(hjoY;) "(B;),(j=1,...,n)}
(A)

Since the Y; are independent, the product rule holds. We obtain
P{hjoY;€B;,(j=1,...,n)} _HP{Y S HP{Y B;)}

@ HP{(thYj)* (Bj)} = [[ PhjoYieB;}. ®
i i

Theorem 11.4 (WMS Ch.05.4, Theorem 5.4).

If Y1 and Y5 are discrete random variables with joint PMF py, v, (y1, y2) and marginal PMFs py, (y1)
and py, (y2), then

(11.24) Y1,Ysareindependent < py, v, (Y1,¥2) = pvi (Y1) - Py, (y2) forall yi,y2 € R.

If Y1 and Y are continuous random variables with joint PDF fy, y,(y1,y2) and marginal PDFs
fvi(y1) and fy,(y2), then

(11.25) Y3, Yz areindependent < fy, yv,(y1,%2) = fri(y1) - fra(y2) forall yi,y2 € R.

PROOEF: We only prove here the = directions of (11.24) and (11.25). The proof of the opposite
direction is left as an excercise to the reader.

We apply (11.4) of Theorem 11.1 on p.247 and (??) of Definition 11.10 (Independent random vari-
ables) on p.254 as follows.

P{ar <Y1 <41, a2 < Ye <2}
(12.18)
Fyi v, (Y1,92) — Fyiye(a1,y2) — Fyive (Y1, a2) + Fy, v, (a1, a2)

(5) FYI (yl)FYz (y2) - FY1 (al)FYz (yQ) - FY1 (yl)FYZ (a’2) + FYl (al)FY2 (a2)
A) = (Fuln) — Br() (Fre) — Fyle) = Plar <Y<y} Pla <Ys <)

For discrete Y; and Y5, we obtain with a; = y;1— and as = y2—,

Py ve (Y1, y2) = P{yi— <Y1 <y, 12— < Yo <o}
@)
P{yz— <Y1 <wyi}- P{lya— <Ya < w2} = py,(v1) - prs(v2) -
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For continuous Y; and Y5, we obtain,

Y1 Y2
/ Iviye (1, ug) durdug = P{an <Y1 <yi, a2 <Ya <o}
a1 Ja

2
(A) 1 Y2

= Plag <Y1 <y} Plaa <Ys <y} = fya (ur) duy - fya (u2) dug

ai az

We differentiate with respect to y; and y» and obtain fy, v, (y1,%2) = fvi (y1) fra(y2). W

The next theorem will be generalized in Theorem 11.10 on p.262. There Y; and Y5> will be replaced
with functions ¢(Y1) and (Y2).

Theorem 11.5.

If Y1 and Y5 are independent random variables, then

(11.26) E[Y1-Ys] = E[M]- E[Ys].

PROQF: We show the proof for continuous Y; and Ya. Since fy;, v, (y1,42) = fv, (1) - fva (y2),

EWYs] = / / y1y2fvi,ye (Y1, y2) dyr dyo =/ / y1yefvy (Y1) frz (y2) dyr dyo

= /OO Y2 [/Oo y1fY1(y1)dy1] fya(y2) dy2 = /OO Y2 E[Y1] fys (y2) dy2

= o) [ " o fvalye) dye = EYi] EIYa].

The proof for discrete random variables is obtained by employing py, v, (y1,%2) = pv; (Y1) - Pys (y2)
and replacing integration with summation. W

Theorem 11.6 (WMS Ch.05.4, Theorem 5.5).

Let the continuous random variables Y1 and Yy have a joint PDF fy, y,(y1,y2) that is strictly
positive if and only if there are constants a < b and c < d such that

Mmy(Wi,y2) >0 & a<yi<band c<y, <d.
(1127) Then Yl, Y2 are independent = fyhy2 (yl, yg) = g1 (yl) p) (yg)

for suitable nonnegative functions gi, g2 : R — R such that the only arqument of g, is y1 and the
only argument of go is yo.

PROOF:
The = direction is trivially true: Choose the marginal densities fy, and fy, for g; and go.

PROOF of «=: From f(y1,y2) = g1(y1) 92(y2), we obtain for the marginal densities,

frvi(y) = /Oo f(y1,y2) dya = /Oo 91(y1) 92(y2) dy2 = gl(yl)/oo 92(y2) dy2 = agi(y1),

(A) - o o
Fray2) = / Floy2) dy = / 01(51) g2(2) dys = ga(2) / g1() dys = Boalun) .
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Here, the constants a = [ g2(y2)dy2 and 8 = [ gi1(y1) dy: satisfy

—0o0 —00

ap =/ 92(2/2)@2-/ g1(y1) dyr

(B) o oo o o poo
=/ / 91(y1)gz(yz)dy1dy2:/ / i ya(W1,92) dyrdy = 1.

We conclude that

v m0) 2 aB fyiv,(W,10) = aBgi(yi)galys) = (g1(y1)) (Bg2(y2)) D fyn (1) fva (92)

We have proved independence. W

Example 11.1 (Buffon’s needle). The plane is segmented by paralled lines into strips of width d > 0.
A needle of length A < dis dropped at random onto the plane. What is the probability that the line
will intersect one of those parallel lines?

Solution: A needle that is dropped on the plane uniquely determines a right-angled triangle as
follows:
e Leg #1 is perpendicular to the parallels. It extends from the midpoint of the needle to the
nearest parallel line. Its length is denoted a.
e Its hypothenuse of length ¢ is on the same line as the needle. Thus, it extends from the
midpoint of the needle to the point of intersection with that parallel line.
o Leg#2islocated on that parallel line. Its length is denoted b.

We denote the angle formed by the hypothenuse and leg #2 by 6. Thus,

. a a
(A) sin(f) = = thus, ¢ = Sin(0)
(B) The needle intersects the (nearest) parallel < ¢ < /2 8, sina( 9 < A/2.

11.1 (Figure). d

Buffon’s needle

In Figure 11.1, the triangle on the left satisfies (B):
e ¢ < A\/2means that theNE part of the needle extends past the nearest parallel.
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On the other hand, the one on the right does not satisfy (B):
e ¢ > \/2 means that the SW end of the needle does not reach the nearest parallel.
Note that the triangle created by the random position of the needle is uniquely determined by the
two random variables
w — A(w) := length of leg #2,
w — O(w) := angle between leg #1 and the hypothenuse.

Let I' C 2 be the event that the needle intersects with a parallel line. We have seen that

(®B) Aw) A
x

wel <= m < & (A(w),0(w)) € B,

where
B = { (a,0) €]0,d/2[ x |0, 7] : sina(ﬁ) < % } = { (a,0) €]0,d/2[x |0,7[: a < %-sin(@) } .

Here, the constraint 0 < a < d/2 results from the fact that the midpoint of the needle has a distance
of at most d/2 from the nearest parallel. Thus, the length A(w) of leg #2 cannot exceed d/2.

The randomness of the needle toss ensures that
e A~ uniform(0,\/2) e © ~ uniform(0,7) e Aand © areindependent.
It follows that the joint PDF of (A, ©) is

2 ifg 4 h<p<
fA7@(a,0):fA(a).f@(9): {dw’ 1 <a<§, <f#<m,

0, elsewhere .

We obtain the probability that a randomly tossed needle intersects one of the parallel lines as
P(I) = P{(4,0) € B} — // Fao(a,0) dado
B

m r(A/2)sin(0) o A [T h 7r 2A
= —dadf = — in(f#)df = —(—cosb = —.
/0 /0 dr ¢ dr J sin(®) dﬂ'( cos ) 0 dm

Note that [ ...d¢ must go from 0 to 7 and not just from 0 to 7/2, because a needle with an angle of
30° (sloping up) is different from one with an angle of 150° (sloping down). [

11.4 The Mulitivariate Uniform Distribution

In this section we extend uniform distribution of Chapter 10.4 (The Uniform Probability Distribu-
tion) to regions in two— and threedimensional space.

Definition 11.11 (Multivariate continuous, uniform random variable).

(A) LetY = (Y1, Y2) be a twodimensional random vector of continuous random variables
with a joint PDF f:(y1,y2) that satisfies the following:

e There is a constant ¢ > 0 such that either f(y1,2) = cor fp(y1,y2) = 0.

Let C := {(y1,52) € R* : fp(y1,y2) > 0}. Then we say that Y has a continuous uniform
probability distribution on C. [
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(B) Let Y = (Y1,Y5,Y3) be a threedimensional random vector of continuous random vari-
ables with a joint PDF [y (y1, 2, y3) that satisfies the following:

e There is a constant d > 0 such that either f:(y1,y2,y3) = d or fy(y1,%2,y3) = 0.

Let D := {(y1,92,92,y3) € R® : fp(y1,y2,y3) > 0}. Then we say that Y has a continuous
uniform probability distribution on D. [

Remark 11.4. The constants c and d of the previous definition are uniquely determined as follows:

(A) In the twodimensional case,

// fe,ye)dyidys =1 = ¢ = 1/// dy1 dys .
R2 C

In other words, c is the reciprocal of the area of C.

(B) In the threedimensional case,

// fo(,y2,y3)dyndyadys = 1 = d = 1//// dyy dya dys .
R D

Thus, d is the reciprocal of the volume of D.

(O) It should be obvious how to generalize uniform distribution to n-dimensional random vectors:

Let Y = (Yi,...,Y,) be an n-dimensional random vector of continuous random variables with a
joint PDF f (%) that satisfies the following:

e There is a constant e > 0 such that either f; (%) = e or fy(3) = 0.

—

Let F := {y € R" : fp(y) > 0}. Then we say that Y has a continuous uniform probability
distribution on E.

Similarly to the cases n = 2 and n = 3, we obtain that e is the reciprocal of the (n-dimensional)

volume of E: e = 1/¢’, where
e/::/-n/dng

jEE

Example 11.2. (a) What is the uniform density on C' := C & C3, where

C1={JeR*:y1 <0,0<y,<e¥}, Co={feR?*:0<y <2,0<y, <1}?

0
Note that C has area f e dy; = 1and Cy, a rectangle of with 2 and height 1, has area 2. Thus, C

has area 3 and thus, c_: 1/3. It follows that

, ify1 <0,0<ys <e¥,or0<y; <2,0<yp <1,

)
~u
—~
<y
~—F
Il

S Wl =

, else.

(b) Determine the uniform density on

D = {geR?):yl >O7y2>07y3>07 y%‘i‘y%‘i‘y%Sl}
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Since Vol(D), the volume of D, is one eighth of (4/3)7, the volume of the unit sphere, we obtain
1 8 6

T Vol(D) ~ (4/3)7 7

d

Thus,
) lfyl>O7y2>05y3>07y%+y%+y«?2>§1’

6
fy@) =
0, else. O

11.5 The Expected Value of a Function of Several Random Variables

In this section we must work with vectors (z1, x2, . .., xj) of fixed but arbitrary dimension k, where
each component z; is a real number and thus, (z1,22,...,2x) € Rk. Since it is extremely space
consuming to repeatedly write such lengthy objects, we remind you of the “arrow notation” that
was introduced in Example 2.21 on p.51.

Notation 11.1 (Arrow notation for vectors).

e We write ¥ as an abbreviation for a vector (xl, Ty, :z;n) The dimension n is either
explicitly stated or known from the context.

e If f:R"™ — Ris a function of n real numbers and U = [a1,b1] X - X [an,by,] is an
n—dimensional rectangle, we write

b1 bo b1
/f(f)df =/ / f(z1, 22, .., 2n) dyrdys - - - dyp,
A a ag aj

Note that all integrands that occur in this course are so well behaved that the order in
which those n integrations take place can be switched around, just as you remember
it in the cases n = 2 and n = 3 from multidimensional calculus.

Let a1 < b1, a2 < bo,...,a, < b, for some n € N. Then § € Jay,b1] X -x]ag, by
denotes the following: § = (y1,¥2,...,ya) and a; <y; <b; fori =1,...,d.

Here are some examples.
(@) Z€R™means: 7= (21,22,...,2n) and z; € R for all j.
(b) If f: RF — R, then g(i) means: f(yl, e ,yk).
() Ifg:R?Y—R,then g(?) means: g(Yl, . ,Yd); g(?(w)) means: g(Yl(w), e ,Yd(w)).
@ 1y :R" R, then B [¢(¥)] means: B [6(Y1,.... Y)].

Definition 11.12.

A This has been replaced with Theorem ?? on p.?? and the subsequent Remark ??, in
the addenda to this chapter. [

@@Author

Example 11.3. As an example of the power of that definition, we give here the proof that

EYi +---+Y,] = E[Y1] +---+ E[Y,].
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Let A(§) :== y1 + - - - + yn. Then, by definition 11.12,
P = [ e fe @7 = Y [ i fp@as

Let g := (Y1, Yj—1,Yj+1,-- -, yn). Then [(---)dy = f( .- )dgdy;) because the order of integration
can be switched. Since y; is constant with respect to y,

Lowtsar = [([ wseai)ay = [ ([ swd7) a.

The inner integral “integrates out” all Variables except y; from the PDF of Y. Thus, it is the marginal

PDF fy, of Y;. It follows from E[Y; f y; fy,dy; that

Z/ yife(H)dy Z/ y; fy; dy; - i:E[Y]]

We list here the theorems of WMS Chapter 5.6 (Special Theorems) that detail the rules for evaluating
expectations. For the remainder of this section we assume that Y7, Y3, ... are random variables on a
common probability space (£, P)

Theorem 11.7 (WMS Ch.05.6, Theorem 5.6).

(11.28) ceR = E[] = c.

PROOQF: Trivial. R

Theorem 11.8 (WMS Ch.05.6, Theorem 5.7).

Let ¢ € Rand g : R> — R Then the random variable g(Y1,Ys) satisfies

(11.29) Eleg(Y1,Ya)] = cE[g(¥i,Y2)].

PROOQOF: Trivial. R

Theorem 11.9 (WMS Ch.05.6, Theorem 5.8).

Let g1,92,...,95 : R* = Rand Y := (Y1,...,Y,). Then the random variables gj(l?) (J =

1,..., k) satisfy

(11.30)

261 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

PROQOF: We proved in Example 11.3 on p.260 that E [Z j Uj} >_; E[U;] for discrete or continuous
random variables Uy, . . ., Uy. We apply this formula to U; := g;(Y) and the theorem follows. W

The next theorem generalizes Theorem 11.5 on p.256. That one stated that, for independent random
variables, the expectation of the product is the product of the expectations.

Theorem 11.10.

Let g,h : R — R be functions of a single variable and assume that the random variables Y1 and Y>
are independent. Then the random variables g(Y1) and h(Y3) also are independent and they satisfy

(11.31) Elg(Y1) h(Y2)] = Elg(V1)] E[h(Y2)] .

PROOF: We give the proof for the continuous case only. It is the WMS proof without any alterations.
The proof for the discrete case is similar.

Let fy;,v,(y1,y2) denote the joint PDF of Y; and Y5. Independence of Y7 and Y5 yields

ya,y2) = () fra(y2) -

The product ¢g(Y7)h(Y2) is a function ¢(Y7,Y>2) of Y7 and Y. Hence, by Definition 11.12 (Expected
value of ¢(Y)) on p.260,

Elg(Y1)h( / / 9(y1)h(y2) fri 2 (Y1, y2) dy2 dy
= [ atwntm) s ) s
— [ st | [ ) e
= / 9(y1) i (y1) E[h(Y2)] dyx
= E0)] [ glm) )i = Elaon)] EIn(Y2)].

The proof of the independence of goY; and hoY; is based on a characterization of the independence
if random elements X; which involves o { X;}, the sigma algebras generated by each Xj. it is omitted
here. W

11.6 Covariance

Introduction 11.2. If we examine how two random variables Y] and Y5 relate to each other, we can
consider among other issues the following:
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(a) If the values of Y; increase, will the values of Y3, on average, also tend to increase? One says
in this case that Y7 and Y5 have positive correlation.

(b) Or will the values of Y, on average, tend to decrease as the values of Y7 increase? One says
in this case that Y7 and Y5 have negative correlation.

(c) Or will the values of Y5, on average, have neither increasing nor falling tendency as the
values of Y] increase? One says in this case that Y; and Y5 have zero correlation or that they
are uncorrelated.

(d) Whatif Y7 and Y, are independent? We should expect in that case that Y; and Y5 are uncor-

related.
x % X x
X x . X
x X X x x
X x
X *®
x b 4 X X x
x
X/ x W X % " %
Positive Negative No
Correlation Correlation Correlation

One can associate with Y7 and Y3 a number p, their which measures the strength of their correlation.
More precsisely, it measures the strength of the linear association between Y7 and Y and whether
that association is of an increasing or decreasing nature. p is defined in terms of the covariance of
Y1 and Y5 and this will be the topic of the current section. [

In this entire section, we consider two random variables Y; and Y5 on a probability space
(2, P). As usual, we denote mean and standard deviation

oj = /Varly;], forj=1,2.

Definition 11.13 (Covariance).

The covariance of Y7 and Y5 is

(1132)  Coul¥y,Ys] = B[(Yi — BIVi]) (Ys — Ea)] = E[(¥i — ) (Ya — i2)]. O

Remark 11.5. Cov[Y], Y] has the following properties:

(@) The larger the absolute value of the covariance of Y; and Y5, the greater the linear depen-
dence between Y7 and Y5.

(b) Cov[Y1,Y3] > 0indicates that, on average, Y; increases as Y5 increases.

(©) Cou[Y1,Y3] < 0indicates that, on average, Y7 decreases as Y> increases.
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(d) Cov[Y1,Y3] = 0indicates that, on average, Y; remains constant as Y5 increases. It is a pecu-
liarity of the statistician’s lingo that this kind of linear relationship, even if it is very strong,
is defined to be as NO linear relationship between Y; and Y5.

(e) If we consider 10Y] instead of Y7 and 10Y3 instead of Y5 the correlation changes by a factor
of 102 = 100: Cov[10Y7,10Y2] = 100Cov[Y1, Ya]. This is not convenient in many situations
and one defines a standardized correlation by relating Y; and Y5 to their variances. This will
be done in the next definition. [

Definition 11.14 (Correlation coefficient).

The correlation coefficient, of Y7 and Y5 is

(11.33) p = M 0

01092
We say that Y; and Y3 have positive correlation if p > 0, (i.e., if Cov(Y7,Y2) > 0), they have
negative correlation if p < 0, (i.e., if Cov(Y7,Y2) < 0), and that they have zero correlation
or that they are uncorrelated if p = 0, (i.e., if Cov(Y7,Y2) = 0).

Proposition 11.3.

The correlation coefficient satisfies the inequality

(11.34) 1<p<1

PROOF: Omitted R

The next formula often makes it easier to compute the covariance.

Theorem 11.11.

(11.35) Cov[Y1,Ys] = E[(Y1 — ) (Y2 — p2)] = ENYs] — E[V1] E[Y?].

PROOFE: Since E[U + V] = E[U] + E[V] and E[cU] = c¢E[U] and E[c| = c for all random variables
U,V and numbers c,

Cov[Y1,Ys] = E[(Y1 — p1) (Y2 — p2)]
:E(YYQ — p1Ye — p2Y1 + pipe)
=EVYs] — mEYs] — wEY1] + pape
=EMWMYs| — papa — popn + pape = EY1Ya] — pipn. B
Theorem 11.12.

Independent random variables are uncorrelated.
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PROOF: By Theorem 11.5 on p.256, independent random variables Y; and Y5 satisfy

EY1Ys] = EY1]E[Y>]. Together with (11.35), we obtain

Cov[Y1,Ys] = E[Y1Y3] — E[V1] E[Ys

] =0.m

Example 11.4 (Uncorrelated, but not independent). The following simple examle shows two discrete
random variables Y; and Y5 which are uncorrelated, but they are not independent.

We obtain from the joint PMF p(y1,y2) of Y7 and Y5,

shown at the right, that Y _1Y2 1
E[Yi] = (-1} +0-t+1-} =0, 10 i/
EYo] = (-1)z+1-5=0, 0 |1/2 (/)
EV1Ya] = (—1)(—1)0 + 0(—1)L + (1)(~1)0 /
DML 401041141 =0, L [0 ]IA

Thus, E[Y1Ys] = E[Y1]E[Y2] =0 and Y1 and Y; are uncorrelated. On the other hand, p(—1,—1) =0,

whereas py, (—1) - py,(—1)

Definition 11.15 (Linear function). || %

1 5 ;é 0. Thus, Y7 and Y3 are not independent. [J

Let n € N. We call a function ¢ : R — R; & = (z1,...,
Z1,..., Iy, if there are constants aq, ..., a, € R such that

(11.36) o(Z) = a1x1 + agxy + -+

xn) +— (), a linear function, of

n
+ anx, = E @y
i=1

Remark 11.6. Note thatif Y = (Yy,...,Y,) is
(11.36) defines a random variable V' = <p()7) Z

Theorem 11.13 (WMS Ch.05.8, Theorem 5.12). Let X = Xi,...
,mandj=1,...

n
= > by,
=1

, by,) are two constant vectors. Then

variables on a probability space (, P). Fori =1,...
Further, let
== Z CLZ‘X
i=1

am) ﬂndg: (bl,bg, .

and

where @ = (a1, as, . ..,

vector of random variables, then the function ¢ of

XmandY = Yq,...,Y, be random
,n, let & = E(Xl) and n; = E(ij)

Xz] + 2 ZZ aiajC'm)[Xi,Xj] .

(11.37) | =) ad&,

i=1
(11.38) VarlU] = Za?Var[

i=1 1<i<j<m
(11.39) Cov[U, V] ZZaZb Cov[X;,Y;].

i=1 j=1

265
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In (11.38), >°> --- refers to summation over all pairs (i, j) satisfying i < j.
1<i<j<m

PROOF: The theorem consists of three parts, of which (11.37) follows directly from Theorems 11.8
and 11.9.
Proof of (11.38): From the definition of variance we obtain

n 2
Zaz 7 Zazfz] = F
=1

Var|[U] = E[U — E[U

Z ai(Xi — &:)]

=E|> al(X;— &) +Zzaza3 §)(X; — &)
i=1

=1 j=1
i#]
n n n
= @GEX; - & + ) ) aiaBl(X; — &) (X; - &)
i=1 =1 j=1
i#£]
By the definitions of variance and covariance, we have
E[(X;—&)% = Var[X;]  and  E[(X; —&)(X; —&)] = Cov[Xy, X;].
Thus,
VarlU Za2Var | + ZZalaJC’ov Xi, Xj].
i=1 j=1
i#]j

We apply symmetry Cov[X;, X;| = Cov[ X, X;] to the double summation and obtain

Var[U] = Y aiVar[Xi] + 2 > aa;Cov[X;, X;] .
=1

1<i<j<n
We have shown (11.38). To prove (11.39), we proceed in a similar fashion: We have

CoulU,V] = E[(U - E[U))(V — E[V])]

=F (ZaiXi - Zaz‘&') (ijyj - ij"?j)]
i=1 i=1 Jj=1 j=1

—F (Zai(Xi — fi)) (ij(y}‘ - 77j)>}

Zzaz z_ i Yj%)]

=1 j=1

Thus, Cov[U,V] = E

I
M
M:

s
Il
—
.
Il
—

aib B[(Xi — &) (Y — n;)]

a;bjCov[X;,Y;). A

I
M:
NE

@
Il
—
.
Il
-
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Remark 11.7. Note the following about Theorem 11.13:

(@) Neither CDFs, PMFs or PDFs were needed to prove the theorem. Thus, the proof
applies to both discrete and continuous random variables.
(b) Since Cov[Y;,Y;] = Var[Y;], (11.38) is a particular version of (11.39). O

We are now in a position to prove (10.28) of Theorem 10.8 on p.229 Those formulas state that, for
independent random variables, the variance of the sum equals the sum of the variances. Even better,
independence can be replaced with the weaker assumption of correlation zero. (See Theorem 11.12.)

Corollary 11.1 (Bienaymé formula for uncorrelated variables). || %

Let Y1,Y5,...,Y, : Q@ — R be uncorrelated random variables (which all are defined on the same
probability space (2, P) (n € N. Then

(11.40) Var |> Y| =) Var[yj].
j=1 j=1

PROOF: Since Y7, ..., Y, are uncorrelated, Cov[Y;,Y;] = 0for 1 <i,j < nandi # j. We employ

(11.38) on p.265 with a; = a2 = - -- = a,, = 1 and obtain
Var | Y| =) Var[yi] + 2> ) Coo[V,Y;] = ) Var[yj] + 0. B
i=1 i=1 1<i<j<n i=1

Example 11.5 (Variance of the sample mean '?7 ). This example belongs thematically to Section
8.2 (Sampling and Urn Models With and Without Replacement). We consider an SRS sample of
small size, when compared to the size of the population from which it is drawn, to infer statistical
knowledge about it. We model this as follows.

e The population is represented by a probability space (2, P) and the statistical knowledge
we are interested in is part of the distribution of a random variable Y on (2, P).

e Picking at random an item from the population is modeled as the outcome Y (w) of an invo-
cation of Y.

e Picking an SRS of size n from the population is modeled as the n outcomes Y (w) =
(Yi(w),...,Yy(w) of n independent random variables Y7,...Y; which have the same dis-
tribution as Y. In other words, the Y; are a (finite) iid sequence in the sense of Definition
5.18 on p.136. In other words, we pretend that the SRS is a random sample. 18

o Of course, that last point is an idealization, since independent sample picks correspond to
sampling with replacement, whereas SRS correspond to sampling without replacement. See
Definitions 8.3 on p.186 and 8.5 about SRS and urn models. On the other hand, the compu-
tational differences between results based on sampling with and without replacement are of
practical insignificance if the sample size is small when compared to the population size. '%

197This is a modified version of WMS, Example 5.27.
1%Gee Definition 8.4 (Random Sample) on p.187.
1See parts (c) and (d) of Remark 8.2 on p.185.
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In this example we specifically consider the mean of the population data.

e It seems natural to model this mean it by the mean of Y/, i.e., the expectation pn = E[Y] of Y.

e So that’s it then. E[Y] is the answer we are looking for. Well, it would be if we only knew
the distribution of Y or, at least, E[Y].

e But we don’t! We “defined” Y as the action of taking a single random pick from the popu-
lation, and that is the extent of our knowledge of Y.

e This is why we introduced the vector Y of n iid sample picks. The randomness and in-
dependence of Y7,...Y; should make the specific sample 3 that consists of the outcomes
y; = Yj(w) representative of the population. Thus, its sample mean j = Y (w), which is
defined as the arithmetic average of the sample data, i.e.,

¥ (w) = Y1 (w) —|—Y2(w)n+ o+ Y (w) ’

should result in a good estimate of the population mean.

All of the above serves as motivation for the following setup. Let Y7,Y5,...,Y,, be independent
random variables with common expectation E[Y;] = p and variance Var[Y;] = o2 (j = 1,...,n).
Let

1 n
11.41 Yy = = Y.
(11.41) - ; i

It follows from (11.37) on p.265 and Corollary 11.1 on p.267 that

1 — 1 - 1< 1
BY] =E |- Y| = ~E|Y Y| = -3 Bl = —(np) = p,
j=1 j=1 j=1

_ 1 & 1 - 1 & 1 )
VarlY] =Var - X;YJ = ﬁVar z;Y] = 7122; Varly;] = — (no®) = —.
j= j= j=

We infer from those two formulas the following.

Recall that the purpose of Y is to serve as an estimator for the following population parameter: The
population mean, which is the mean of anyone of the sample picks © = E[Yj].

The significance of the formula E[Y] = p is as follows

e The expected value of this estimator equals the parameter it is meant to estimate.
An estimator with that property is referred to as an unbiased estimator.

Now to the formula Var[Y] = o2 /n. We use it to compare the standard deviations

oy, = \/Varly;] and oy = \/Var[Y]

of a single pick Y; and the average Y of n such independent picks. Note that the standard deviation
of a random variable U is a measure for its concentration about its expected value. (And the same
is true for its variance.) A small oy signifies that most outcomes U (w) are in close vicinity of E[U].

Thus, oy is a measure for the lack of precision with which Y estimates E[Y] = p.
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e In the extreme case of a sample of size 1, i.e., n = 1, that lack of precision is o.

e For n = 100, that lack of precision goes down to 1%. Thus, precision has improved by a
factor of 10.

e Generally speaking, increasing the sample size by the factor K (and spending all that time
and money doing so) does not reward us with a proportionate improvement of the precision
of the estimate Y. It only increases by the factor VK. O

11.7 Conditional Expectations and Conditional Variance

11.7.1 The Conditional Expectation With Respect to an Event || %

We will start with a definition of the conditional expectation E[Y | B] of a random variable Y where
conditioning happens with respect to an event B C . This definition is usually not taught in an
undergraduate level course on probability theory for the following reason: It cannot be extended,
in the case of continuous random variables Y and Y, to E[Y | Y = §], i.e., conditioning on Y having
a fixed outcome 7.

All that follows in this subsection is based on Theorem 5.8 on p.118 which states the following: If
(€, P) is a probability space and B C () is an event that satisfies P(B) > 0, then the function Q(-),
defined as Q(A) := P(A | B) for A C (), is a probability measure on Q. 110

Assumption 11.3.

In all of this subsection we deal with a fixed probability space (€2, P) and a fixed event
B C Q that satisfies P(B) > 0. We further assume that Q(-) is the probability measure

(11.42) A— Q(A):=P(A|B), where AC Q.

The symbols X, X1, X5, ... denote random elements and Y, Y1, Y5, ... denote random vari-
ables on 2. We need not be specific about whether we mean (2, P) or (2, ), because the
definition of random element and random variable does not involve the probability mea-
sure, only the carrier space 2. [

Remark 11.8. The following mathematical triviality allows us to translate much that we have done
with random variables in connection with P to their analogues with respect to Q = P(- | B).

e All definitions, propositions and theorems in which an unspecified probability measure P
is involved can be reformulated by replacing P with Q.

Here is a list (certainly not complete) of many such concepts.
e cumulative distribution function, e probability mass function
e probability density function e joint CDF e joint PMF e joint PDF

e expectation e variance ® moments e moment generating function

075 be exact, there also was a g—algebra & and we had to assume that B € % and that P(A) is defined only for
A € #. This in turn implies that Q(A) = P(A | B) only is defined for arguments A € &#. We do not mention & since
we decided to avoid dealing with oc—algebras whenever possible.
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BEWARE: The above does not apply to cases where a specific probability measure is considered.
An example for this would be, e.g., Proposition 10.10 on p.241 (memorylessness of the exponential
distribution). Here the probability measure is an exponential distribution Py-.

We elaborate on some of the items in that bulleted list in the next remark. O

Remark 11.9. In the following, the phrase “Q)-.....” serves as an abbreviation for the lengthier “.....
with respect to Q.

(@) The Q-CDF of a random variable Y is FYQ(y) =Q{Y <y} = P{Y <y|B}.

(b) The Q-PMEF of a discrete random element ''! X is p%(z) = Q{X =2} = P{X =z | B}.

Q
() Assume that the derivative f?(y) = %y(y) of the Q—CDF of a random variable Y exists

and is continuous except for at most finitely many y in any finite interval. Then Y is a Q-
continuous random variable with Q-PDF fg (y). 112

(d) We skip joint Q—CDFs and joint Q—-PDFs and only elaborate on the joint Q-PMF. of two
random elements X; and X». It is, as one should expect, defined as
p)Q<17X2(:B1,$2) = Q{Xl = xl,Xg = $2} = P{Xl = xl,XQ = X9 ‘ B}

(e) The Q—expected value of a discrete random variable Y is
EClY] =3, y- Py) = >,y P{Y =y|B}. (1, is over all y where P(y) > 0.

(f) The Q—expectation of a continuous random variable Y is EQ[Y] = [ y- f}@ (y)dy.

(g0 The Q-variance of a random variable Y is Var?[Y] = E9[(Y — E?[Y])?].
(h) The Q-MGF of a random variable Y is m%(t) = E9 [e].

For expectations of functions of random variables we skip the case of one or two random variables
and proceed directly to the case of a vector Y = (Yl, Yo,..., Yk) of random variables. (See Definition
11.12 on p.260.)

(i) If the Y; are discrete and g : R — R, then EQ[g(Y)] = -~ g() pg(gj)
Y1, Y2, - Yk

() If the Y; are continuous and & : R* — R, then EQ[n(Y)] = [* .- [*_ h(7) fg(g’)dy". O

Here are some of the theorems we get for free because we have shown them for any probability
measure. Again, BEWARE: We made the assumption P(B) > 0!

Theorem 11.14.
If Y = (Yl, Yo, ..., Yk) is a vector of k discrete or Q—continuous random variables, then
n n
(11.43) E? |} Y| =D E°[Y).
j=1 j=1

MSince P{X =2} N B < P{X =z}, P{X = z} = 0 implies Q{X = z} = 0. Thus, any P-discrete random element
also is Q—discrete.

"2There may be some reasonably general and simple conditions that guarantee Y being Q-continuous from being P—
continuous, but this author is not aware of them.
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PROOF: This follows from Theorem 10.7 on p.229. W

Theorem 11.15. If Y is a discrete or QQ—continuous random variable and Y = (Yl, Yo, ... ,Yk) is a vector
of k Q—independent discrete or Q—continuous random variables, then

(11.44) Var®ly] = EQ[Y?] — (E9[Y])?,
(11.45) Var®[aY +b] =a?VarQ[Y],

n

Zl@] = znjv(w@m].
j=1 j=1

(11.46) Var®

PROOF: This follows from Theorem 10.8 on p.229. W

There is an issue with that last theorem. Not just with the proof, but with the assumptions that were
made. How is Q—independence defined for random variables, or even for events Ay, Ay, A? The
answer is, of course, that we apply all previously made definitions of independence of two or more
events or random variables, replacing the original probability measure P with Q.

The following theorem about the Q-independence of two events is worthwhile mentioning.
Theorem 11.16.
Let the events Ay, Ay, B C Q satisfy P(A1 N B > 0, P(A2 N B > 0. (Hence, P(B > 0). Then,

(11.47) & () P(A|A:NB) = P(A1 | B)
P= (c) P(AQ‘AlmB) :P(AQ‘B)

In other words, if A; and A; are independent with respect to “just” conditioning on B, then “further”
conditioning of A; on both A; and B has no effect. Here, either i = 1,j =2o0ri=2,j = 1.

PROOF: Since (a) is aymmetrical in A; and A, and (c) is obtained from (b) by switching the roles of
Ay and Ay, it suffices to prove (a) < (b).
PROOF that (a) = (b):

P(AlﬁAgﬁB) P(AlmAgﬂB) P(B)

PAr[A20B) = —F = = P(B) ' P(A;NB)

_P(AlﬁAz\B)'P(Ai’B) @ P(AlB)'P(AﬂB)'p(AQl’B)

PROOF that (b) = (a):

_ P(AinA;nNB)  P(AiNAyNDB) P(AyNB)
PinA: | B) = 1P(B§ B PEAQ m2B) ' P?B)

= P(A, | AN B)-P(A; | B) ® P(A,|B)-P(A, | B). W
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11.7.2 The Conditional Expectation w.r.t a Random Variable or Random Element

Remark 11.10. We mentioned at the beginning of the previous subsection 11.7.1 (The Conditional
Expectation With Respect to an Event), that conditioning with respect to an event B constitutes a

dead end street, and we marked that subsection as * (optional). Now, let us discuss the

limitations of conditioning with respect to an event.

As far as modeling reality by means of probability theoretical concepts is concerned, the primary
interest of conditioning is being able to assume during certain calculations of the probability in-
volving a random element X, that another random element X3 has as its outcome a fixed value z».
Thus, we typically are interested in

o P{X; € B; | Xy =12}, where x; is some fixed outcome that can be attained by X.

Having stated the issue in the most general terms, we restrict ourselves for the remainder of this
remark to random variables Y] and Y5 rather than work with random elements. This allows us to
contrast discrete and continuous random variables.

The method of subsection 11.7.1 (using the probability measure Q(A) = P{A | Y2 = y2) does work
if we condition on specific values of a discrete random variable Y5. This is so because we only are
interested in those outcomes y, for which

Py, (y2) = P{Ya =y} > 0,

and the conditional probability P{A | Y2 = y»} exist for such outcomes ys.

On the other hand, we have nothing at all to work with if Y5 is continuous, since P{Y> = y2} = 0
for all numbers y; (see Proposition 10.1 on p.218), since this results in P{Y; € B; | Y2 = y, being
UNDEFINED for all numbers 5!

To overcome this hurdle we employ the conditional PMFs and PDFs
Pyiys (Y1, 42)

* Dwvivs (1 |y2) = W ,if Y7 and Y5 are discrete random variables,
2

e fvimly) = ‘}W ,if Y7 and Y5 are continuous random variables.
2

We close this remark by noticing the following about discrete random variables Y7 and Y>.

Working with Q{Y1 € B1} = P{Y1 € B | Y2 = ya} or with py,|y,(y1 | ¥2) amounts to the same,
because () and py; |y, satisfy

QVieBi} = > PMi=u|Ya=w} = Y pviwnlye). O
y1€8B1 y1€B1

Compare the following remark to Remark 11.8 on p.269 for discrete random variables.

Remark 11.11. We can translate many properties of continuous random variables with respect to P
to a setting where the (marginal) PDF fy, (y1) is replaced by the conditional PDF fy, |y, (y1 | ¥2).
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e Assume that y, € R satisfies fy,(y2) > 0. Then the integrable function

My Cly2) 1 = fyive(yr | y2)  satisfies

oo
B fyiyva(1 | y2) > 0 for —co <y <oo @ /fy1|y2(y1 | yo)dyr = 1.

e According to Theorem 10.3 on p.220, fy;|v, (- | ¥2) is the PDF of a probability measure
P,, on ), which is defined by

b
P,{a <Y, <b} = / N AVIRETE

e Thus, all definitions, propositions and theorems in which an unspecified probability mea-
sure P is involved can be reformulated by replacing P with P,,.

This applies, among others, to the following concepts which were listed in Remark 11.8 on p.269 for
discrete random variables:

e cumulative distribution function, e probability mass function
e probability density function e joint CDF e joint PMF e joint PDF
¢ expectation e variance « moments e moment generating function

e All that was said above extends to a random vector U = (Ui, ...,U) in place of Y;. We only
must replace fy; v, (y1,y2) with fiz, (..., ug, y2), ete. O

Definition 11.16 (Conditional expectation).

Let Y7 and Y3 be two random variables which are either jointly discrete or jointly continuous
and g : R — R. Let

(11.48) Elg(1) | Y2 =12] = Y _9(sn)p(y1 | v2) (discrete case),
Y1
(11.49) ElgY1) | Yo =1yo] = /OO 9(v1) f(y1 | y2) dy1 (continuous case).

We call E[g(Y1) | Y2 = y2] the conditional expectation of g(Y7), given that Y5 = y,. O

Remark 11.12. Note for the following that the function

w = Elg1) | Yo =Vo(w)] = Blg) [ Ye=wel| _

defines a random variable on (2, P). It is customary in many situations to suppress the argument
w and write

(11.50) Elg(Y1) | Yo
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for this random variable. Clearly, if we write Z(w) for E[g(Y;) | Y2 = Ya(w)], we can take its
(unconditional) expectation

(11.51) E[Z] = E[E[g(V1) | Y2]].

In particular, if g(y) = y, we can take the expectation E[E[Y; | Y2]| of E[Y; | Y2]. We will do so in
the next theorem. [

Theorem 11.17 (WMS Ch.05.11, Theorem 5.14).

Let Y1 and Y5 be either jointly continuous or jointly discrete random variables. Then

(11.52) Elvi] = E[EV1 | Yo]] .

See Remark 11.12 concerning the interpretation of the right=hand side.

PROOF: We give the proof for jointly continuous Y; and Y. With the usual notation for joint PDE,
marginal densities and conditional PDF we obtain

E[Y1] _/ / Y1 fyi,ve (1, y2) dyr dye

= / / Y1 fyave (U1 | v2) fra (y2) dyr dya
— / (/ v fve (1 |y2)dy1> Folyo) dys

—00 — 00

= /_OO EY1| Y2 = y2] fv,(y2) dy2 = E[E[Y1 | Ya]].

The proof for the discrete case is done by doing summation instead of integration and replacing
joint, marginal and conditional PDFs with the corresponding PMFs. B

We define the conditional variance of Y given Y5 = y; by applying Definition 11.16 to the functions
9(y1) = y1 and g(y1) = yi-

Definition 11.17 (Conditional variance).

Let Y7 and Y5 be two random variables which are either jointly discrete or jointly continu-
ous. Let

(11.53) VarlY1 | Ya=yo] =E[Y2 | Ya=ys] — (E[Y1 | Y2 =12])°.

We call Var[Y: | Y2 = y2] the conditional variance of (Y7), given that Y> = y2. O
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Theorem 11.18.

Let Y1 and Y5 be jointly discrete or jointly continuous random variables. Then

(11.54) Varl1 | Yo] = E[(i — E1 | Y2])? | Y],
(11.55) Var[Y1] = E[Var[Y1 | Y2]] + Var[E}Y: | Y3]].

PROQF: We only give the proof of (11.55). Note that

(A) Var[Yy | Ya] = E[Y?| Vs — (E[Y1 | Ya]),

(B) E[Varlvi | Y2]] =E[E[Y?|Ya]] — E[(ElV: | Ya))*].

By the definition of (unconditional) variance,

(C) Var[ElY: | Y3]] = E[(Elvi | Y2))?] — (E[EM | Ya]])®.

Further,
Varlvi] = E[Y?] — (EM))?

E[E[Y?|Y3]] - (E[EV1 | Ya]])*

E[EY?|Y3]] — E[(ElV1 | Y2))*] + E[(EM | Ya])’] — (E[E[Y1 | Ya]])®

B[

]

ElY? |Ys) = (ElY1 | Ya))") + {E[(EV1 | Y2))*] = (BE[EM | Y2]])°}
VarlYy | Ya]] 4+ Var[ElY; | Yo]]. B

I

11.7.3 Conditional Expectations as Optimal Mean Squared Distance Approximations

The presentation of the material presented here follows [1] Bickel and Doksum: Mathematical
Statistics.

Introduction 11.3. One can measure the distance between two real-valued functions in several
ways.

For example, one can define for p,9 : A =+ R,

dist; (¢, ¥) := max{|¢(a) —¥(a)| 1 a € A}.

In other words, one takes the maximum displacement over
all arguments of ¢ and . This “worst case scenario” as the
advantage that it works for any kind of domain A, since all
that is needed is that the function values are numeric. '3

;///
|

13 Actually, one defines dist: (¢, g) := sup{|¢(a) — ¥ (a)| : a € A}, since the max may not exist.
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However, it often makes more sense to consider the area
between the curves defined by ¢ and .

dista(p, ¥ / lo(z x)| dx .

Doing so averages out all individual displacements |¢(x) —
()| over all arguments. Consequently, one obtains a mea- \J
sure of distance which is not distorted by just one potential

outlier.

There are mathematical reasons why one would rather work with the squared difference and con-
sider

b
dists 0. ) / o(a) ~ v@)Pdz = [ (pla) ~ (@) da.

Moreover, one can replace the ordinary integral [ - - - dz with a weighted integral [ - - - w(z)dz where
w(zx) > 0 for all  and define

b 2
dists(p, V) ::/ (¢(z) — ¢(z)) w(z) de.

Here, bigger values w(x) of the weight function w lead to a stronger contribution of ¢(z) — ¢ (x) to
the distance between ¢ and

That last example shows us how the expectation of the difference of two functions of two continuous
random variables can be viewed as a distance

dist(p(¥1). (1) = B[ ((¥1) —v(¥2)"] = [ h / " (o) — 0(92)) o (v ) dy o

Since E[ (¢(Y1)— w(Yg))2 | also is defined for discrete random variables, we obtain for those a corre-
sponding definition by replacing the joint PDF with the joint PMF and integration with summation:

dist(o(¥1), ¥(Y2)) = B[ (¢(V1) =9 (¥2)*] = Y (0(u1) — 1 (12)) Py .vs (1, 92) -

Y1,y2

In either discrete or continuous case, we are particularly interested in the case ¢(y;1) = y; and
examine the distance

dist(Y1,4(Y2)) = E[(Y1 - ¢(Y2))’]
for all possible functions y2 — 9 (y2). It turns out that the minimum
min{ dist(Y1,(Y2)) : all suitable functions ¢}

is attained by selecting ¢ : yo — E[Y7 | Yo = yo]. O

Lemma 11.1. || %

Let Y be a random variable on (Q, P) that satisfies E[Y?] < co. Then, E[|Y]] < oo
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PROOQOF:

L+ Y2, if|Yw <1,

Y2, if [Yw| > 1.

Since |V (w)| < 1forw € Aand Y (w)? > 1 for w € AL, we obtain |Y (w)| < Z(w) for all w. Thus,

LetA:=|Y|<land Z :=14+|Y|? ie, Z(w) = {

E[lY]] < E[|Z]] < E[1]+E[[Y]?].
The assertion follows. W

Remark: We wrote |Y|? rather than simply Y2 because that way one sees easily that the proof above
goes through if one replaces 2 with a € [1, oo[. Thus,

e Ifa>1andY satisfies E[|Y|Y] < oo, then, E[|Y]] < oo.

Lemma 11.2. || %

Let Y be a random variable on (Q, P) and h : R — [0, 0o] defined by a + E[(Y — a)?]. Then,
either (a) h(a) = oo foralla €R,
or (b) hattains a unique minimum at a = E[Y].

PROOQOF:
Step I: We show that either h(y) = oo for all y or h(y) € R for all y.
For fixed a € R,we define F : R — Rby F(y) := (y — a)? — ((1/2)y* — a?). Then,

F'ly) =2(y—a)—y =y—2a and F'(y) = L

It follows that F attains a (unique) minimum at y = 2a. From F(2a) = a? — (2a® — a®) = 0, we
obtain that F(y) > 0 for all y. Thus, (y —a)? > (1/2)y* — a®. This yields

1
(A) §y2—a2§(y—a)2:y2—2ay+a2.

Next, we obtain from (y —a)? < (y —a)? + (y +a)? that
(B) y? — 2ay + a® < (v® — 2ay + 2a®) + (v* = 2ay + 2d°®) = 2y + 24°.

Letw € Qand y := Y (w). We combine (A) and (B) and obtain § y* —a® < (y—a)? < 2y% + 242.
Since w is an arbitrary elment of (2, we have the following inequality of random variables:

1

(Q) §Y2—a2§(Y—a)2§2Y2+2a2.

Taking expectations maintains inequalities. Since E[(Y — a)?] = h(a) and E[Y]? = h(0),
1

(D) 5 10) - a?> <h(a) < 2h(0) + 24°.

From this we see that either [h(0) = oo and in this case, h(a) = oo forall a|,
or [h(0) < oo and in this case, h(a) < oo forall a].
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Step II: We show that (b) holds if h(y) # oo According to Step I, we may assume that 2(0) < oo,
i.e.,, E[(Y?] < co. We obtain from Lemma 11.1 that |E[Y]| < cc. Thus,

h(a) = E[(Y —a)’] = E[(Y?] - 2aE[Y] + o?
= E[(Y? — (EY)])? + (a® — 2aE[Y] + (E[Y))?)
(E) =Var[Y] + (a— E[Y])?

It follows that h attains a unique minimum in height of Var[Y] at « = E[Y]. This concludes the
proof of the lemma. W

Theorem 11.19.

Assume that Y is a random variable and X = (X1,..., X},) is a random vector on (0, P). Then,
either E[(Y — go X)| = oo for all real-valued functions g : R* — R of k real arguments, or

E[(Y—E[Y|X])Q] < E[(Y—go)?)2 ,

for all such functions g. Further, this is a strict inequality if E[Y | X]#goX.

Note that, as always, we consider equations and inequalities involving random variables to be true as long as
they are satisfied on a set of probability 1.

PROOF: |[%]| Letus fix # € R¥ for which E[Y | X = 7] is defined.

(@) In the case of discrete Y and X this means that p (@) >0
and then B — > p Py, ¢(y | ¥) is a probability measure Py on 2 for which we denote
expectations by Ejz|...]. Further, for ¢ : R = R, E[¢(Y) | X =7 = Ez[p(Y)]

(b) For continuous Y and X this means that f ¢(Z) > 0. We have seen in Remark 11.11 on p.272
that B — [ fyz (y | ¥)dy is a probability measure Pz on €2 for which we denote expectations
by Ez[...]. Further, for¢) : R = R, E[p(Y) | X = 2] = Ez[(Y))]

(¢) Thus, in both cases, all we have learned about ordinary expectations can be applied, for
fixed Z, to the conditional expectations E|- - - | X =1

(d) When we condition an expression on X = &, we can replace in that expression all occur-
rences of X with 7.

In Lemma 11.2 we obtained as part of formula (E) the following:

(e E[Y —a)? = E[(Y?] — (E[Y]))? + (a— E[Y])?, forallaeR.

Since this applies to any a € R and expectation E|. .. | that makes Y either a discrete or continuous
random variable, we may substitute

a = g(&), E[..] = Ez...] = E[--|X=41].

Since it is easier on the eyes, we write Fz]. ..] rather than E[- - - | X = Z]. (e) has become
) 2 2 o 2
) E[(Y —9(@)] = Ez[Y?] - (Ez[Y])” + (9(2) — Ez[Y])".

We apply (d) and obtain
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® Egl(Y —g(X))"] = EglY?] — (BglY])” + (9(X) - Bg[v])™.

The definition of conditional variance and (11.54) on p.275 yield
21\ 2 > 2
() Eg[(Y —g(X))] = Ex[(Y - Eg[Y])’] + (9(X) - Eg[Y])".

The next step is easier to comprehend if we write U := (Y — E¢[Y])? ie,
> 2
Uw) = (Y(w) - E[Y | X](w))".

Now, (h) reads E¢[(Y — g(X))?] = E¢[U] + (g(X) — E¢[Y])%
We take expectations and obtain from E( E[Y; | Y] ) = E[Y;] the following.
2

M B[y —g(X)*) = BlU] + B(g(X) - EglY])".

1)

Since U=(Y —-FE
G E[(Y - g(X))

[Y])?, we obtain

| = B[(Y — E¢Y])?] + E(g(X) - Eg[v])™.

[\

2

Because (g(X)— E¢[Y] )2 >0 implies E(g(X)— E¢[Y])” >0, it follows from (j) that

B[(Y - EglY))?] < B|(Y —goX)?] |

Since Eg[...]=E[--| X, this is the inequality that was asserted in the theorem.

Finally, note that equality is attained if and only if E( 9(X)-E <lY] )2 = 0. Since this is the case if
and only if P{ g(X) # E[Y | X]} =0, the assertion at the end of the theorem follows. W

The last theorem can be phrased as follows:

—

We interpret random variables of the form ¢g(X), where Z — ¢(Z) is a (deterministic) func-
tion of &, as those random variables that only use the information available to X.

—

If we measure the quality of the approximation of a random variable Y by g(X) as their

mean squared distance, E [(Y — g()f ))2} , then

e E[Y | X] is the best approximation of Y which is based only on information pro-
vided by X.

11.8 The Multinomial Probability Distribution

Introduction 11.4. In Definition 7.3 (p.174) of Chapter 7 (Combinatorial Analysis) we discussed

multinomial coefficients
n n!
ning---ng)  nilngl---ng!

when counting the ways of classifying n items into £ classes in such a way that n; items belong to
class 1, ng items belong to class 2, ... ny, items belong to class k (n1 + - - - + n = n). The multinomial
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probability distribution is based on those coefficients and generalizes the binomial distribution of
Section 9.2 (Bernoulli Variables and the Binomial Distribution).

The binomial distribution is that of a random variable Y which counts the number of successes in n
Bernoulli trials. (See Definition 9.4 on p.197 about Bernoulli trials.) To say this differently, Y counts
the number of those Bernoulli trials which result in an outcome that falls into the “success class”.
The multinomial distribution will not be about a single random variable Y, but about a random
vector Y = (Yl, e Yk) of k random variables Y}, which count the number of the n trials resulting
in an outcome that falls into class j. What kind of trials are we talking about? We should expect
those n random elements, let us call them X7, ..., X, to show some similarities to Bernoulli trials.
Of course, there must be some significant differences. For example, each X; will not have two
outcomes (success or failure), but k£ outcomes corresponding to the k classes. [

Definition 11.18 (Multinomial Sequence).

Let X1, X»,... be a finite or infinite sequence of random elements on a probability space
(92, P) which take values in a set €. We call this sequence a multinomial sequence, if the
following are satisfied:
(1) The sequence is iid.
(2) There is some k£ € N such that the outcome of each X; is one of k distinct values
Wi, wh, ..., wp, € .

Since the X; have identical distribution, there are probabilities p1, po, . .., p;, such that
(3) pi == P{X; =uw/}isthesameforall jand p; + - -+ p; = 1.

If we consider a finite multinomial sequence X, Xo, ..., X, we adopt the WMS notation and speak
of a multinomial experiment of size n wich consists of the trials X; [

Definition 11.19 (Multinomial distribution).

Assume that Y = (Yl, Yo,..., Yk) is a vector of random variables which possesses the joint
probability mass function

n
(11.56) Py(y1, 2, Yk) = < )pylpw--my’“,
7 ) yi,-cuk) F
subject to the following conditions:
k
e p;>0forj=1,2,...,kand ) p; =1.
Jj=1 k

o vy, =0,1,2,....,nfori=1,2,...,kand ) y; = n.
i=1

Then we say that the random variables Y; have a multinomial distribution with parame-
tersnand 7 = (p1,p2,...,pk). O
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Theorem 11.20.

Let n € Nand X, ..., X, be a multinomial sequence of size n. Let pj := P{X; = w;}. (That
probability is the same for all i, since the X; have identical distribution.)
Let Y = (Yi,...,Yy) beavector of k random variables, such that each Y; equals the number of the
n trials resulting in an outcome that falls into class j. In other words,

A) Yi(w) =y & Xj(w)=w, forexactly y; of the multinomial items X ;.

Then Y has a multinomial distribution with parameters n and py (Y1, Y2, - - - Yk)-

PROOF: For fixed § = (y1,...,yx), the event A := {w € Q : Y (w) = y} corresponds to all outcomes
X (w) = (X1(w), X2(w), Xn(w)) such that

e y; of the X (w) take the value /],
@) v of the X;(w) take the value ws,
: yi, of the X;(w) take the value wj .
This can be expressed as follows. X (w) = Z = (z1,22,...,2,), where
e y; of the z; equal W},
w3 ol sl
oy of the z; equal wy,.

It follows from Theorem 7.4 on p.172 that

n

(O there are (
Y, Y2, - Yk

) different ways of creating such a vector 7.

Since the multinomial picks X; are independent and p; := P{X; = w/} by assumption,

P{X = (z1,22,...,2,)} =P{X1 =11} - P{Xo = a2} P{X,, = x,}.

(D) B
= (p)¥ (p2)¥2 - - (pr)"* .

At this point, we can express P{Y = i/} as follows.

= — (A) =
z
Here, summation is over all vectors & = (1:1, To, ... ,xn) such that
e y; of the z; equal wj, ey of thez; equalw), ... ey of the z; equal wy.

It follows from (B) that

— . (B) = (Q),(D) n X
P{Y =3} = ZP{X = (z1,29,...,2p)}. = ( >(p1)yl (p2)?* - - (p)¥* .
= Y1,Y2, - - Yk
We conclude that Y has a multinomial distribution with parameters n and py (y1,y2,...,y%). W

281 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Age Proportion

Example 11.6. Research by the marketing division of
GreatWidgets Corp. has established that their cus- Group 1: 15 — 20 0.2

tomers’ age is distributed as shown in the table to the Group 2: 21 — 30 0.2
right. A random sample of eight customers is taken. As- Group 3: 31 — 40 0.1
sume that the proportions shown accurately reflect those Group 4: 41 — 50 0.2
of GreatWidgets Corp. Group 5 > 50 0.3

what is the probability that the sample is composed as follows:
e Group 1: 1 person e Group 2: 3 persons e Group 3: 2 persons e Group 5: 2 persons?
Solution:

We interpret the sample picks as the members X7, ..., X3 of a multinomial sequence each of which
has age group k as an outcome with probability p;, as indicated in the table.

Then the probability we are looking for is given by (11.56) on p.280

n!
y1ly2! y3! y4! y5! b

Y1 Y2 Y3 Y4 Ys 0

(Y1, Y2, Y3, Y4, Ys) = 1y s it pd?

In the context of this example we obtain

— 8 1 2 2 0 0o _

Theorem 11.21 (WMS Ch.05.9, Theorem 5.13).

Assume that the random vector Y = (Y1,Ya,...,Yy) follows a multinomial distribution with pa-
rameters n and p = (p1,p2, - .., pk). Then, for i,i’" € [1,k|z and ¢; =1 — p;,
(@) ElY;] = np; (b) VarlYi] =npiqi  (c) Ifi # 7/, then CovlY;,Yy] = —npipy

PROOF: We may assume that there is an underlying multinomial sequence (X); and distinct items
wi, .. .,w) such that

(1) P{X; =w} = p; for each j.
(2) Yi(w) counts the number of indices j such that X;(w) = w;.
Clearly, Y; ~ binom(n, p;). Thus, E[Y;] = np; and Var[Y;] = np;¢;. We have shown (a) and (b).

For the proof of (c), we associate with the (fixed and different!) indices ¢ and ¢’ two 0-1 encoded
Bernoulli sequences (Z;); and (Z}); as follows:

o Zjw)=1 if X;(w)=w]andO0 else,
o Zj(w)=1 if Xj(w)=uwj andO0 else.

7

Then,
e > Zj(w) = count of indices j such that X;(w) = w] = Y;(w). See (2).
j=1
° ng ZJ/- (w) = count of indices j such that X;(w) = w}, = Yy (w). See (2).
It follows that
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B) CovlY;,Yy] = Cov

n n ,
Z Zjv Z Zm
j=1 m=1

This is easily computed by employing the formulas of Theorem 11.13 (WMS Ch.05.8, Theorem 5.12)
on p.265 and the following:

Since Z; ~ binom(1, p;) and Z;,, ~ binom(1, p}) for each j and m,
(4) E[Z;] =p; and E[Z],] = p} for each j and each m.

Let j € [1,n]z and w € Q. Since i # i’ implies w; # w;,, at least one of Z;(w), Z}(w) is zero.
(5) Thus, E[Z;Z]=0 forallj.

It follows from (4) and (5) that

(6) COU[Z]',ZJ/-] = E[Z]Zj/] - E[ZJ] : E[Zj/] = _pjp;'-
Let j,m € [1,n]z and j # m. Since X1, ..., X,, are independent and Z; only depends on X and Z],
only depends on X, the random variables Z; and Z,, also are independent.

(7) Thus, Cov[Z;,Z],] =0 forallj,m € [1,n]z such that j # m.

We apply (11.39) on p.265 and obtain

CovlY;, Yy D Cov

z@zﬂzzmwm

7j=1 m=1 j=1m=1
n
= ZCOU[Zj,ZJ/'] + ZZCOU[Z]',Z;”]
i=1 j#m
n
LS i) + 350 = —npipl.
i=1 i#m

Note that it makes perfect sense for Cov[Y;, Y| to be negative if ¢ # ¢': If a large proportion of the
X; have the outcome wj, then fewer trials remain to take one of the other values.

11.9 Order Statistics

A The presentation of the material in this section is largely based on the 2015 Math
447 lecture notes of Prof. Xingye Qiao, Binghamton University

@@Author
Given are n random variables Y = (Y1,Ys,...,Y;,). One can sort them, for any fixed w € €, in
nondecreasing order. One obtains in this fashion a sequence, of size n, of numbers

Yiy(w) < Yg(w) < Vigw) <--- < V()

Since these numbers depend on randomness w, each Y(;)(w) represents an outcome of a random
variable Y/ ;).
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Example 11.7. Here are some examples.

(@) 70 students are randomly selected when exiting lecture hall and their age is rounded to the
closest year. Those 70 ages, A;(w),. .., A7(w), are sorted in increasing order:

A(1)(w) = height of the smallest person in the sample
A(2)(w) = height of the second smallest person in the sample
@ == e e m e e e e - e - m - - - - - -
e A(j)(w) = height of the jth smallest person in the sample
. ________________________________

o A (w) = height of the tallest person in the sample

Clearly,  An)(w) < Ap)(w) < Apg)(w) << Agy(w).

Almost all of those ages will be one of 18,19, ..,25. Accordingly, it is not only possible that we
encounter an index j that results in equality, A(;(w) = A(;+1)(w), but this will be the rule rather
than the exception.

(b) Rather than considering the age of those 70 students, we now look at their height, measured in
millimeters. Those 70 heights, H;(w), ..., H7o(w), are sorted in increasing order.

Height can be considered a continuous random variable. Since the probability of two students
having precisely the same height is zero, we may consider the outcomes H ;) distinct. Accordingly,
we can replace “less or equal” with strict inequality and obtain

H(l)(w) < H(g)(w) < H(g)(w) <0< H(n)(w). [

o We will deal in this section exclusively with continuous random variables.
e When considering a finite or infinite sequence Y1, Y5,Y3,... of such random variables, we
assume that they are iid (independent and identically distributed).

Definition 11.20 (Order statistics).

Given n iid continuous random variables Y = (Y1,Ys,...,Y,), we sort them in inreasing
order. The resulting sequence of random variables, which we denote as Y(;),j = 1,...,n,
then satisfies, for each (w € €,

(11.57) Yi)(w) < Yg)(w) < Ygy(w) <+ < Yy (w).

We call Y(;) the jth order statistic of Y.

See Example 11.7(b) why we may consider strictly increasing rather than nondecreasing. [J

Assumption 11.4.

Unless explicitly stated otherwise,

—

o Y =(Y1,Ys,...,Y,) denotes a list of n iid continuous random variables (n € N).

° Y1 ~Y2~---~YnimpliesFy1 =Fy2 =-"=Fyn al’ldfy1 ny2 =---=fyn
We write F'(y) := Fy,(y) and f(y) := fy,(y) for the common CDF and PDF. [J
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Remark 11.13. Note that
o The first order statistic or smallest order statistic is Yo = min{Yy,..., Y, }.
e The nth order statistic or largest order statistic is Y(,,) = max{Y1,...,Y,}.
e A simple consequence of the definition of min and max are the following formulas:

(11.58) Yiy(w) > y < min (Yi(w),...,Y,(w)) >y & Yj(w) > yforallj e [1,n]z
(11.59) Yin)(w) <y & max (Vi(w),...,.Ya(w)) <y & Yj(w) < yforallje[l,n]z. O

Theorem 11.22 (CDF and PDF of the jth order statistic).

Fory € R, the CDF of the kth order statistic (k = 1, ... ,n) satisfies the following:

(11.60) Fy, @ =1-[1-F@I",

(11.61)  Fy, —[ @)1,
k—1 n

(11.62)  Fy, @) = ( ) Z( > I —Fy) .
Jj=0 j=k

For y € R, the PDF of the kth order statistic (k =1, ...,n) satisfies the following:

(11.63) Frw =nll=F@" fy),

(11.64) @ =nF@I" ' f(y),

(11.65) REMOVED!

(11.66) Frow = (21 )£0) [F)]* - (1= F)

Note that the proofs are not given in the order of the six formulas of the theorem.
PROOF of (11.61):

11.59
By ) = )P({Yl <yln{Ya<yln---n{¥, <y}

"EP P <y} PR <y} PYa <y} = [P

PROOF of (11.60):

P{Y) >y} (11.58) P{Vi>y}n{Ya>y}n---n{Y, >y}
ngep P{Y1 >y} - P{Ya>y} - P{Y,>y} = [1-F(y)".

Thus, FY(1)(?J) =1- P{lf(l) > y} =1- [1 - F(y)]"
PROOF of (11.63) and (11.64):

This follows from ddy (1 —[1- F(y)]”) = —n[l - F(y)]”_l( - f(y))
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and jy(my)]n) = n[F )" f(y).

PROOF of (11.62):

This proof requires a lot more work than the proofs we have done so far. It will be done by con-
structing a binomial random variable.

e Since yis fixed, sois p:= F(y) = P{Y; < y}. (Identical for all j, since the Y; are iid.)

1 ifYj(w) <w,

e Forj=1,...,nlet Xj(w) = Let U(w) := ) Xj(w).
j=1

0 else.
e We interpret Yj(w) < y as a success and Yj(w) > y as a failure. Then Xj,...,X,, form a
0-1 encoded Bernoulli sequence '* and U ~ binom(n,p), since U counts the number of

successes.
e Observe that Y(;)(w) <y & Yj(w) < yatleast k times < there are at least £ successes <
U(w) > k. It does not matter whether or not there are more than k successes.

n k—1
e Thus, Fy, (y) = P{Y) <y} = P{U=>k} = ZkP{U:J'} =1- Z()P{U:j}-
j= j=

e Since U ~ binom(n,p) and p = F(y), Fy,, (y) = 1— kil <n> [F(y)V [1 - F(y)]" .
j=0 \J

FIRST PROOF of (11.66):
This is done by differentiation. Foreach j = k,k+1,...,n, let

o i) = (5)FEP - O wt) = W),
By the already proven (11.62),

o Fryl) = £ W) Hence, fr, (1) = 3 ;)
j= j=

By the product rule of differentiation,

o) = (

j) JE@P F@) (1 - F)"™ + (

Z) (n— HF@P (- F@)" 7 (- fw)).

) ny . n!-j = n!
Since <]>] - j(j—l)'(n_])' - (]—1)'(71_])' ’

ny . G- n—j n! j— n—j
() AP (1= F)™ = gy PP )1 - )™
n ) nl(n —j n! ) )
Since <]> (n—j) = j!-(n—j’)(ni)j—l)! = = =1 ,for j <n, butOforj=n,

gt (n—j—1)

S SR (- F) T ), i<,
0, ifj=n.

114Gee Definition 9.4 (Bernoulli trials and variables) on p-197.
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We obtain
n TL' - -
fY<k) (y) ]Zk =Dl (n—7) [F(y)) (1 F(y)) )
n—1 nl | -
s ]'(n— M[F(y)]J (1 — F(y)) j—1 )

We change the index variable of the second sum from j to j — 1:

n
n!

— : 7—1 _ n—j
Py ) = J; G o @ (= FW) " )
- n! -1y n—j
=3 G gl - )T ).

We cancel the matching terms in the two summations. All that remains is

Frn @) = G = PO (0= F)" ).

This finishes the proof of (11.66).

The second proof of (11.66) is based on an entirely different approach. Before we do that proof, we
first illustrate that approach by redoing those of (11.63) and (11.64). Those proofs are much simpler
and are a good preparation for that of (11.66).

ALTERNATE PROOF of (11.63):

First, we note the following for a continuous random variable U with density fy;(u) Assume that
0 > 0 is very close to zero. Since we assumed for all our continuous random variables that they
have continuous density, fi/(-) ~ const = fy(u) on Ju — §,u + J[.

@ Thus, Plu<U<u+6} = [** fu(t)dt =~ fy(u)-6.

(b) For the fixed y and some “really small” dy, we create three events:
[ L (for “left-hand side”) @ I (for “inside”) @ R (for “right-hand side”),
and a sequence of random elements X, ..., X, as follows.
0 Xj(w)=L & Yj(w) <y. Then P{X; = L} = P{Y; <y} = F(y).
BXjw)=1 © y<Yjw) <y+dThen P{X; =1} = Ply<Y; <y+46} 2 fu(u)-o.
B Xjw)=R & Yjw)>y+6. Then P{X; =R} = P{Y; >y+0} =1—-F(y+90).
(c) By construction, the X; form a multinomial sequence. Let U= (Ul, Us, U3), where
[ Uy := # of indices j such that X; = L,
i Uz := # of indices j such that X; =1,
[ Us := # of indices j such that X; = R.
(d) Then U is multinomial with parameters n, p; = F(y), p» = f(y)d, p3 =1— F(y+96).
(e) Since we assume that Y (w) is strictly increasing with j for all w, it seems reasonable that,
for “really small” ¢, the following is true:

o IfY(y(w) >y, thenY(;(w) >y +dforallj > 1.
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(a)
(B Thus, fy,(y) -8 = P{y <Yy <y+6}
= P{exactlyoneof Yi,...,Y, €ly,y+ 6] and Y; > y + ¢ for all other j }.

= P{ none of the X; are L and exactly oneis / and n — 1 are R }.

= P{U1=0,Uy=1,Us=n—1,1% (0 . Z_ 1) [F@)P [f()d]" [1 = Fy+8)"*.

) n n!
(g) Since <0,1,n—1> BTG

we obtain fy,, (y)-d~n [1 - F(y+0)]""" f(y).

We divide both expressions by 4, then let § — 0. Since ¢ — F'(t) is continuous, %ir% F(y+6) = F(y).
—
We conclude that the density of Y/ is
Froy@) = n[l=F@I" " fy).
ALTERNATE PROOF of (11.64):

We can adapt the alternate proof for the density of Y(;) to obtain that of Y(,,) as follows.
We keep all items through (e) and modify (f) and (g) as follows.
(a)
) fyy )8 = Ply <Y <y+6}
= P{exactlyoneof Yi,...,Y, €ly,y+ 6] and Y; < y for all other j }.
= P{ none of the X; are R and exactly oneis ] and n — 1 are L }.

= P{Ui=n—1,Uy=1,Us=0,} 2 (n B 711 170) [F@)]™ " [f)d]" [1 = F(y +8)]°.

, . n B n! B
(8 Since <n—1,1,0> TR T T

we obtain fy,, (y) -0 ~n [F(y)]" f(y)s.

We divide both expressions by 4, then let § — 0. We obtain the density of Y, as
Py W) = n[F)" " fy).
ALTERNATE PROOF of (11.66):

This time we adapt the alternate proof for the density of Y{;) to obtain that of Y{;, as follows.
We keep all items through (e) and modify (f) and (g) as follows.

” (a)
) froy(y) 6 % P{y<Yyy<y+d}

= P{exactlyoneof Y1,...,Y, €ly,y+ 6] and Y; < y for k — 1 indices j
and Y; > y for n — k indices j }

P{k — 1 of the X are L,n — k of the X are R and exactly one is / }

= P{Ulzk’—l,ngl, ngn—k}

N <k — 1,711,77, — k) [F(y))*! [f(y)5]1 [1— F(y+0))"*.

288 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

,, . n B n-(n—1)» B n—1
(") Since (k—l,l,n—k) TGOl (n—k) ”'(k—1>’
weobtain fy, ()3~ () 71 ) FGI F0)6 11 = Flo+ o)

We divide both expressions by 4, then let § — 0. Since ¢ — F'(t) is continuous, %ir% F(y+6) = F(y).
—
We conclude that the density of Y/ is

n—1

Fra) = 0 (3 1) OIS - FP .

Remark 11.14. (11.62) yields (11.60) for £ = 1 and (11.61) for k = n. This can be seen as follows:
Recall that

1 =(Fly) +[1-F Zn:< > I = Fy)

J=0

nf < > = F" + (g) [E)° 1= Fy)]".

=0

(A)

.

If we evaluate (11.62) for £ = 1 and k& = n, we obtain
n

Ry =1 () POPR-FOI" = 1= 11 0= FG)" = 1= PO,

af<>=1—”4<fﬁmeu—F@WPj%>Cﬁu«mwu—F@W1=[rfmwr.D
(m)\Y —~ 0

Remark 11.15.

REMOVED | O

The next remark belongs thematically into Section 7.2 (Permutations) of Chapter 7. However, it has
been placed here, since every order statistic

Yoo = Yy Yim)-

is a (specific) permutation of ¥ = (Y1,...,Y,), and every other permutation

(szpyvlza"',}/;n)

of Y = (Y1,...,Y,), possesses the same order statistic.
Remark 11.16. If we deal with a list @ = (a1, ag, . . ., a,) of distinct numbers, e.g.,
(A) @ = (13.2, -3, 6.6, 2, —1.5),
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then there is a uniquely determined permutation, @) = (a(1),a); - - -,a(,)) of @ which has those
a; in increasing order. In other words,

aqy < a@) << Q) -
In the specific example (A), we obtain
ey = (3, 15,2, 6.6, 13.2).
Ifb= (b1, b2, ...,by) is another list of distinct numbers, then
5(.) = d(a) & bisa permutation of @.
Going back to our example, if

b =(13.2,6.6, —1.5, =3, 2),
¢ =(13.2, =3, 6.6, 2, —1.51),

1

then g(.) = Ez'(.),but

e}

(o) # G(s), SiNCe d(y) does not include the number —1.51. [

Theorem 11.23 (Joint PDF of the order statistic).
A: Let y € R™ satisfy

(11.67) n <y < - < Yp.
For the vector Y = (Yl, e Yn), let 17(.) be the vector of its associated order statistics, i.e.,
(11.68) Y = Yay---» Yim)-
Then its density function at i is given by
(11.69) fr @ = 0t [] f@) = nlflwn) - flun).
j=1

B: If ij does not satisfy (11.67), then f?(.) (y) = 0.

FIRST PROOQF:

Let A be a “small” n—dimensional cube with volume Vol(A) that is centered at y. Study the proof
of (11.62) of Theorem 11.22 on p.285. It explains (in the onedimensional case), why one can approx-
imate

P{Y € A} = fz(7) - Vol(A),
P{Y €A} = f?(.)(y”) -Vol(A).
A cube of sidelength 2¢ has volume Vol(A) = (2¢)". If we solve that equation for ¢, we obtain

Vol(A)/n

g = 9
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Since y; < y2 < --- < yp, one can choose A and hence, e = Vol (A)l/ " /2, so small, that any two
intervals [y; — ¢,y; + €] and [y; — €,y; + €| have empty intersection for i # j.

For the following, see Remark 11.16 on p.289. Note that

Vi) €A oy — e < Yyyw) < yp + < forall

A
() & forall k, 3jsuchthaty, — e < Yj(w) < yp + €.

We illustrate this point for n = 3, Vol(A) = 1/8, y1 = 2.6,y = 4.2,y3 = 7.8. ¢ = (1/8%)/2 = 0.25.
This is small enough for the intervals y; & 0.25 to be disjoint.

There are 3! = 6 different ways to have Y (w) € A. They are:

(1) 235 <Y)(w) <2.85,3.95 < Ya(w) < 4.45, 7.55 < Y3(w) < 8.05,
(2) 2.35 <Yj(w) <2.85, 3.95 < Y3(w) < 4.45, 7.55 < Ya(w) < 8.05,
(3) 2.35 < Ya(w) < 2.85,3.95 < Yy (w) < 4.45, 7.55 < Y3(w) < 8.05,
(@) 2.35 < Ys(w) < 2.85, 3.95 < Y3(w) < 4.45, 7.55 < Yj(w) < 8.05,
(5) 2.35 < Y3(w) <2.85,3.95 <Y (w) < 4.45, 7.55 < Ya(w) < 8.05,
(6) 2.35 < Y3(w) < 2.85, 3.95 < Ya(w) < 4.45, 7.55 < Yj(w) < 8.05,

Let us assume that k£ = 2, i.e., we consider the interval [3.95,4.45].

In (2) and (4), we choose j = 3 to obtain Y; € [3.95,4.45].

On the other hand, in (1) and (6), we choose j = 2 to obtain Y; € [3.95, 4.45].
We refer you again to Remark 11.16 on p.289 to understand that (A) shows that

B) }7(.) (w) € A < some permutation of Y (w) € A

& each permutation of Y (w) € A.

e Since a list of n items has n! permutations, there are n! such (disjoint) events: There are n!
permutations (ki, ka2, ..., k) of (1,2,...,n) with corresponding event

{rn—e<Vi<yite} N{yp—e<Vp, <gat+e} NN {yn —e <V, <yn+e}.
e Since the Yj areiid and P{y; —¢ < Yi, <yi+ e} =~ 2e- f(y;) for each i and j,
each such event has probability ~ []i_; f(y;) - (2¢)".
e Thus, f?(.)(gj) Vol(A) = n!-T[5_, f(y;) - Vol(A)
e AsA —0,”“~" becomes “=" and then f?( )(yj) = nl- [0, f(y;). W

ALTERNATE PROOF:
(@) We may assume that ¢/ satisfies y; < y2 < --- < yj, since f?( )(g) = 0 otherwise.
e  For small enough dt,, dts, dt,, the intervals [y;, y; + dt;] are disjoint.

(b) Thus, [y; < Y{j)(w) < y; +dt; forall j | < [thereisa permutation i1,ip,...,i, of the
indices 1,2,...,n such that y; <Yj (w) < y; +dt; forall j |
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() Thus, [y; <Y(j)(w) <y;+dt;forallj| < [among the X;(w), exactly oneis in [y1,y1 +d t1],
exactly one is in [y2, y2 + d 2], ..., exactly one is in [yp, yn + dt,]. (Thus, NONE are outside
the union of those intervals.)

(d) This can be interpreted as the counts of the outcomes of a multinomial sequence X1, ..., X,,
where X}, (w) results in outcome #j, if y; <Yy, < y; + dt;.

e  The probabilities p; = P{X, results in #j} are, for small enough dt;, equal to
yj+dt;
pj = P{Yi€lyjy;+dij]} = [ f(t)dt = [f(y;)dt;.
Yj

(e) From (b), (), (d):

fy, @) dtr--- dtn = P{y; <Y(;)(w) <y; + dt; forall j}
= P{ there is a permutation iy, io, . . ., i, of the indices 1,2,...,n
such that y; <Y;. <y, +dt; forall j}
= P{ each X}, has exactly one outcome #j foreach j = 1,...,n}

= n 1.1 1 n! A ‘
(171"”?1)171172...]7” = I;I(f(t])dtj)_

Thus, fy‘(.) (37) dtl cee dtn = n! Hj f(yj) (dtl e dtn).
(f) We cancel dt; - - - dt,, on both sides and obtain f?( )(gj) dty = n!'I]; f(y;). A

Example 11.8. Find the formula for the joint density of Y(;) and Y{,,).

Solution:
(@) Note that, since the Y; are continuous, “<” and “<” can be interchanged and the same is
true for “>" and “>” when computing probabilities.
(b) Also,applying A= (ANB)YAN B with A = {Yn) < yn}and B = {Y{y) < y1} yields

P{Yn) <yn} = P{Yn) <un, Yy <yi} + P{Y0) < ¥n, Yo) >y}
We find the CDF as follows:
Fy ) Y (Y1, Yn) v P{Yn) <yn} — P{Yq) > v1,Y(n) < n}
=P{Y; <ypforall j} — P{y1 <Y; <y, forall j}

=[P <} — [ Plon <Vi <wn} = [Flyn)]" = [Flyn) — F(y1)]"
j=1 j=1

We used first independence, then identical distribution in the last line.
Differentiation of the above then gives us fy;;, v, (y1, yn) as follows:
For convenience, we define G(y1,yn) := Fy,y,, (Y1, ¥n)- Then,

Gy, yn) = [Flyn)]" — [Flyn) — F(y1)]"

Thus, 5
G
(‘Tyl =0- n[F(yn) _F(yl)]

n—1 n—1

fn) = n- fn) [Flyn) — Fy)]
Thus,
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%G
8y1 8yn

=n- flyn) - (0= 1) [Flya) = F(u)]" > f(um)

—n(n—1)- f() f(yn) - [Flyn) = F(y1)]" "

fYV(l)VY(n) (yI? yn) =

Alternate solution:

The PDF can be found by interpreting certain events related to finding the density as the outcomes
of the following multinomial sequence, X = (X1,...,Xn),

(c) For agiven j, the outcomes w; and associated probabilities p; for X; are
Bwi:Yjisclosetoyr = p1 = f(y1)dyr T wh: Yjis close to yn; = p2 = f(yn) dyn
[ wh: Y strictly inbetween y; and y,, = y1 <Y < yn = p3 = F(yn) — F(y1).
Note that it is impossible that none of W}, wj, ws happens and Y; < y; or Y; > y,.

(d) We denote by W; the count of indices j such that X; = w].
Then W = (W1, Wy, W3) ~ multinomial 5 with joint PMF Py (W) given by

— n wy Wy W3
(W) = .
Py () (wl,w2,w3> P P2 Py

e Similar to what was done in the proofs of theorems 11.22 (CDF and PDF of the jth order
statistic) and 11.23 (Joint PDF of the order statistic), we conclude from (c) and (d) that

@) fyy, Yo W1, Un)d yndyn = P{Y(1)is “dyi close” to y1 and Y{,) is “dy, close” to y, }
= P{ exactly one Yj is “dy; close” to y; and exactly one Y is “dy,, close” to y,

and the other Y; (there are n — 2 left) are between y; and y,
= P{Wl = 1,W2 = 1,W3 :n—2} = pw(l,l,n—Q) = <1 1 Z_Q)p%p%pZ_Q.
_2 b b
= n(n—1)- f(y1)dyr - f(yn) dyn - [F(yn) — F(y1)] .

(e) n—
() Thus, fy,,, v, W1, ¥n) dyrdyn = n(n—1) - f(1) - f(yn) - [F(ya) — F(11)] 2 dyy dyp.
e  We cancel dy; dy,, in that last equation and obtain

® Py Yo Wiowa) = n(n—1)- ) - Fly) - [Flya) — )]

We have obtained the same result for the joint PDF of Y{;) and Y/,,) as in the first solution. [
Remark 11.17 (Sample median). Recall from Definition 10.4 (pth quantile) on p.221 that the median
of a random variable U with CDF Fy;(-) was its 0.5th quantile

(]50_5 = min{u €ER: FU(U) > 05} .

If U is continuous with a strictly increasing CDF, then ¢ 5 is that unique value u, for which Fy;(u) =
0.5. Thus, half of the area under the density fi/(-) is to the left of ¢ 5 and the other half is to the
right of ¢o.5.

15Gee Definition 11.19 (Multinomial distribution) on p.280.

293 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Assume that Y = (Yl, e Yn) describes the action of picking a sample of n real numbers. In other
words, each Y; is a random variable and each invocation Y (w) results in the specific sample § =
(y1,.-.,yn), where

1 = Y1(w), y2 = Y2(w), ... yn = Yn(w).

Further assume that the Y} are continuous. Then we can assume that all sample picks Y7, ...,Y,, are
distinct, so that the order statistic satisfies strict inequalities

(A) Yoy <Y < Y

The sample median of Y is defined as follows.

(@) Ifn =2k +1is odd, then the sample median of Y is is the (k 4 1)th order statistic Yt1)-
Vi + Vi

(b) If n = 2k is even, then the sample median of Y is is the (random) average 5

Two examples:

(1) If n =7, then the sample median is Y, ;1) = Y(4). Three of the Y} are to the left of Y{,) and
the same number are to the right.

Yy +Y;5

(2 If n = 8, then the sample median of Y is is the average . Since we have strict in-

equalities in (A), four of the Y; are to the left of the sample median and the same number are
to the right.

The point to remember is that the sample median of an odd-sized sample is an order statistic,
whereas that of an even sized one is not. [

Example: Let us assume that the the sample picks of an odd sized sample Y = (Yl, .. ,YQnH) are
continuous and iid random variables. We can compute the PDF of the sample median as that of
Y(n+1) This time we do so by associating a multinomial random vector with three outcomes: Either
Y is near y,, 41 or it is near one of the n values to the left or it is near one of the n values to the right.
In that manner we obtain

2n+1
n,1,n

N (¥) = ( )[F(y)]”-f(y)-[l—F(y)]”. 0

Remark 11.18. Here are two observations about n iid random variables Y7, ..., Y.

(@) Assume that Y}, ,...,Y; is a permutation (ANY permutation!!) of Y7,...,Y,. Then the
symmetry that results from iid implies that

P{Yi<Yo<---<Y,} = P{Y}, <Y;,<---<Y,}.

. . s 1
Since there are n! permutations, each one of those probabilities equals —.
n

(b) Fix an arbitrary j € [1,n|z. By independence and iid—induced symmetry;

P{Y; =Yy} = P{Y; =Yy} = ... P{Y; =Y,}.

S 1
Since Z P{Y; =Yy} = 1, each one of those probabilities equals e a
k=1
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11.10 The Bivariate Normal Distribution

Definition 11.21 (Bivariate normal distribution). || %

We say that two continuous random variables Y; and Y5 have a bivariate normal distribu-
tion, or that they have a joint normal distribution, if their joint PDF is

-Q/2
e
(1170) fY ,Ye Y1,Y2) = 5 —o0 < Y1 < 00, —00 < Y2 < 00,
wa ) 2770102@
1 — 2 _ _ _ 2
where Q = - (v 2“1) — 2 (y1 — 1) (y2 — p2) I (y2 2#2)
L=p oy 0102 o5

We then also write (Y1, Y2) ~ A (u1,0%, p2,03,p). O

Whereas we have marked this definition as optional, you should remember the following theorem.
Theorem 11.24.

If two random variables Y1 and Ys are & (u1, 03, g, 03, p), then
(@) Y1~ AN (1,02 and Yy ~ A (2, 03.
Thus, E[Y1] = p1, Var[Y1] = 03, E[Ya] = pa, Var[Ys] = 3.
(b) Cov[Y1,Ys] = 0102 p. Thus, p is the correlation coefficient of Y1 and Y.

PROOF (outline): *
One proves (a) by showing that the marginal densities are
1

_ — (y—p)2/(202)
le (y) 0'1\/%6 )

Fa(y) = —— e~ mm)*/203)

B ooV 2T

See (10.37) on p.235.
For the proof of (b), see Casella, Berger [3]. W

Theorem 11.25.

If two jointly normal random variables Y, and Y> are uncorrelated, then they are independent.

PROOFEF: | x| If p =0, the joint PDF of Y; and Y5 which was given in (11.70) is

e—Q/2
My, y2) = ST
_ 2 _ 2
where Q = M -0+ M.Thus,
01 03

1
R = exX - -
Iy s (Y1, 92) (mal)(m@) p{ 20% 20%

- (= {1 (e )
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It follows from Theorem 11.24(a) that fy, v, (y1,y2) = fv; (Y1) fv»(y2). The independence of Y7 and
Y follows from Theorem 11.4 on p.255. W

Remark 11.19. The concept of joint normality can be extended from two random variables to an
arbitrary number of random variables Y7, .. ., Y. However, the definition of their joint PDF utilizes
n x n matrices and their determinants. This requires some background in linear algebra and that is
not a prerequisite for this course. [
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11.11 Blank Page after Ch.11

This page is intentionally left blank!
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12 Functions of Random Variables and their Distribution

This chapter essentially only contains enough material to serve as a reference and review

“sheet”. You will not be able to properly understand the techniques noted here if you do
not work through the many examples of the WMS text!

12.1 The Method of Distribution Functions

The Method of Distribution Functions is best explained by some examples.

Example 12.1. Find the CDF and PDF for U := 2Y — 6, where the density of the random variable Y’
is

8y, if0<y<1/2,
(12.1) fr(y) = /
0, else.

Solution: Applying the distribution function method means the following:
[ Find the CDF Fyy(u) of U @ Find the PDF fy;(u) of U by differentiating Fy;(u)

[ Do this with help of the relation U = 2Y -6 & Y = ?
We obtain
6 6
Fy(u) = P{U <u} = P{2Y —6<u} = P{Y < “;r } = Fy(“;r ) .
Note that . 46 1
0<y<;e0< "< e —6<us<5

Thus, Fy(u) =0foru < —6 and Fy(u) =1 for u > —5.

For —6 <u < =5, ie, 0 <y < 1 we must integrate:

(u+6)/2 (ut6)/2 2
P{Y§u+6}:/ fy(t)dt:/ 8tdt:8<u+6> .
2 o ; 2\ 2

We combine the cases u < —6; —6 < u < —5; u > —5 and obtain

0, ifu<—6,
Fy(u) = ¢ (u+6)?, if —6<u< -5,
1, ifu>-5.

We differentiate this CDF and otain the density function for U:

fu(u) =

dFy(u) {2(u+6), if —6<u<-—5,
du N

0, else. O
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Example 12.2 (WMS Ch.06.3, Example 6.3). The following is Example 6.3 of the WMS text. Its proof
has been substantially rewritten.

Let (Y1, Y2) denote a random sample of size n = 2 from the uniform distribution on the interval
(0,1). In other words, we assume that Y; and Y5 are jointly continuous and have a joint PDF which
is constant and not zero on the unit square.

The issue is to find the probability density function for U := Y] + Y5.

Solution: It follows from the assumptions that Y; and Y5 possess the same marginal PDF The den-
sity function for each Y; is

1, 0<y<1,
0, elsewhere.

f) =M = M) = {

Since Y; and Y5 are independent,

17 0§y1§170§y2§1a
0, elsewhere.

iyva(W,92) = i) fva(y2) = fy)f(y2) = {

Thus, Fyy(u) = P{Y1+ Y, <u} = // f(y1) f(y2) dy1 dya , where, for a fixed u, the region of inte-
B

gration is
(A) B = ([0,1] x [0,1]) N {(y1,52) € R*: g1 +y2 < u}.

We will separately treat the cases e u <O0oru>2 e0<u<1 ol <u<2.

Casel: u < Qorwu > 2.

If u <0, then [0,1] x [0,1] and {(y1,2) € R* : y1 + y2 < u} are disjoint. Thus, B=0and [[5--- =0
and thus, Fy(u) = 0.

If u > 2, then [0,1] x [0,1] € {(y1,92) € R? : y1 +y2 < u}. Thus, [[5--- =
FU(u) =1.

1
[ -+ and thus,
0

O— =

Case2: o0 < u <1.

The graph of y; +y2 = win the (y1, y2) plane is a straight line which intersects the vertical coordinate
axis, y1 = 0, at yo» = v and the horizontal coordinate axis, y2 = 0, at y1 = w. Thus, B is the triangle
bounded by the coordinate axes and the line y; + y2 = u. since it is half of a square with side length
u, its area is u?/2.

Of course, this also follows from the fact that f f g 18 achieved by first integrating, for 0 < y; < v,
over the vertical slice of B at y; and then integrating those integrals. Since the vertical slice of B at
y1 extends from yo = 0toy; +y2 = u, e, toys = u — 1

u o pu—y
Fulu) = //Bldyl dys :/0 /0 Ldys dy,
U U2 u
:/(U_yl)dyl: uyr = &
0

:u2—

0

| S,
IS

Case3: o1 <u < 2.
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Let B := ([0,1] x [0,1]) \ {(y1,92) € R : y1 + y2 > u} . Then
(B) B = ([0,1] x [0,1]) N {(y1,92) € R® : y1 + 1y < u},

(& FU(U)—1—P{Y1+Y22U}—1—//§1dy1dy2

Now, the graph of y; +y2 = u in the (y1, y2) plane is a straight line which intersects the vertical line,
y1 = 1,at yo = u — 1 and the horizontal line, y, = 0, at y; = u — 1.

Biis the right angle triangle bounded by the lines y; = 1,y2 = 1 and y1 + y2 = u.

Its legs have length 1 — (v — 1) = 2 — u. Thus, its area is half that of a square with side length 2 — u.
Thus, the area of B is (2 — u)?/2. It follows from (C) that

" 4 — 4 2 2
FU(u)zl—area(B):1—++u:—1+2u—%.

This also could have been computed by iterated integration. In this case,

1 1
1 — Fy(u) = //deldyz = / / Ldya dyr
B u—1Ju—y;
1

:/u_yl(l—u—i-yl)dyl = <(1_u)+y2%>

u—1

1 (u—1)? u?
—(1—u)(2— S -2 ou+ L.
(1 —u)( u)+2 5 u + >

We thus obtain, as before, Fy(u) = 1 — (2+2u—u?/2) = -1+ 2u—u?/2. O

The problem of the next example is that of WMS Ch.6.4, Example 6.8. This instructor does not
understand the reasoning given there and has provided a completely different proof. You find this
example here rather than in the next section (section 12.2: The Method of Transformations in One
Dimension), because it is solved with the techniques of this section.

Example 12.3. Let Y; and Y5 be jointly continuous random variables with density function

e_(y1+y2) ’ 0 S Y1 70 S Y2,
0, else.

My, y2) = {

What are the CDF andPDF of U := Y] + Y5?

Solution:
P{U<Lu} =PV1+Y2 <u} = // e Y2 gy
R

where R = triangle with vertices (0, u), (0,0), (u, 0). Thus, for v > 0,

u—y1
dy:

u u—y1 u
P{U < u} = / {/ e Y1 Y2 dyg] dy; = / e Y1 [_eyz
0o LJo 0 0
= / e [1 - e_(“_yl)} dy; = / eV [l — ee™] dys
0 0
— ue

u u
— / €—y1 dyl _ / €_u d@/l — —€_y1
0 0 0

=—(e*=1) —ue" =1—-(1A+u)e ™.

u
—Uu
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The derivative is (for u > 0)

folu) = di(1 —(1+uwe™) = ~(1+uw) e - (1+u)(e™)

u
=—e' - (14+u(—€e") = —€e"+e"+ue™ =ue ™.

1 —(14u)e™, ifu>0,

Thus, the CDFis  Fy(u) =
0, else

—uif
and the PDFis  fy(u) = we ™, itu>0,
07 else.

The latter agrees with the WMS result. [

Remark 12.1. In the following we use the arrow notation § = (y1,...,n), Y = (Yi,...,Y), ..

Summary of the Distribution Function Method

Goal: Find the PDF fy(u) for U = g(Y), where g : D — R has a domain D C R" large
enough to hold all arguments y that are relevant for the problem.
(1) Find R=g!(] —oo,u]) N{fy #0} = {F€R": g(y) < u, and fz(§) # 0}. (Thus,

the “region” R C R™.)
(2) Find the “boundary” R* of the region R. You'll have to compute where g(y) = u.
(3) Find the CDF Fy;(u) = P{U < u} by integrating f(i) over the region R.
(4) Find the the PDF fi(u) = dFU(“) by differentiating Fi(u).

Note for the above that, since ¢ may not be invertible, g~! denotes the preimage ¢~ *(B) = {7 :
9(j) € B}, where BC R.If, e.g., B=] — 00,u], then R =g !(] — 00, u] ), and (3) expresses

Fy(u) = P{U <u} = P{g(Y) <u} = P{w Y (w) = 7 such that g(§) < u}

(12.2) _ Py eR) = // / 1o @)

The next remark really should be considered another example for the distribution method. It has
been marked as optional, so it will not be part of any exam or quiz. Nevertheless, you are strongly
encouraged to work through its proof and increase your skills with respect to applying the distri-
bution method.

Remark 12.2. || LetY be a continuous random variable with PDF fy(y) and leth: R — Rbe a
symmetrical function (also, symmetric function), i.e., h(—y) = h(y) for all y. Also, assume that

(1) y~— h(y) is differentiable (hence, continuous) everywhere.
(2) y~— h(y)isinjective fory > 0,ie., 0 <y <y = h(y) # h(y'). (Thus, by symmetry, h(y)
also is injective for y < 0).

Continuous functions of a real variable are either strictly increasing or strictly decreasing on any
subset of the domain where they are injective. (Draw a picture!) Thus, there are two possibilities.
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(1) his strictly increasing on [0, co[ (and then, by symmetry,  is strictly decreasing on [—o0, 0[).
Also, h attains its global minimum at y = 0.

(2)  his strictly decreasing on [0, oo[ (and then, by symmetry, & is strictly increasing on [—oo, 0]).
Also, h attains its global maximum at y = 0.

In either case, there are no jumps for the continuous A (-). We will determine the CDF and PDF of
the random variable U := h o Y under the following assumptions: For any given u € R,

(3)  his strictly increasing on [0, co[
(4) h(0) = 0and thus, h(y) > 0 for all y. Note that then P{U > 0} = 1 and P{U < 0} = 0.

(6) Thus,ifu >0, then U(w) <u < |Y(w)| <y =h"'(u). Thus,

Fy(u) = P{U <u} = P{IY| <h7'(w)} = P{=h""(u) <Y < h™'(u)}
=Fy(h '(w) — Fy(—h ' (v) ifu>0,ie,

1, if h(y) <wuforally,
(12.3) Fy(u) = ¢ Fy (R (w) — Fy(—h ' (w)), ifthereisy=h"1(u),
0, ifu<0.
—1
We differentiate di to obtain the density. We write b~ (u) = dhd(u):
u U

o fulw) = hV(w) fy (BN (w) — (=AY (u)fy (= b7 (w)
Thus,

(12.4) fulu) = {h_ll(u) [fy(h_l(u)) + fY(—h_l(u))] , if thereisy = h=!(u),

B 0, else. O

Example 12.4. As an example for that last remark, let us consider the function h(y) = 32. 11® his
strictly increasing on [0, oo[ and its minimum is ~(0) = 0. Thus, h satisfies the assumptions (3) and
(4) of Remark12.2. Since lim 3? = oo, the condition “if h(y) < u for all y” of (12.3) is never satisfied.

Y—00
Further, the condition “if there is y = h~!(u)” of (12.3) and (12.4) becomes “u > 0”.
Thus, if U = Y2, then h~!(u) = yuforu >0 and h~(u) = 1/(2/u). We obtain
1
— I fyr(WVu) + fy(—Vu) |, ifu>0,
fU(u){M[ (V) + (= V)]

0, else. O

Example 12.5. Assume that the random variable Y is A47(0,1), i.e., Y is standard normal. What is
the distribution of U := Y?2?

For this example, let
1 e_y2/2 :
V2T
Y
(12.6) B(y) = / 6(¢) dt

(12.5) o(y) = fyry) =

"6That is WMS Example 6.4.
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In other words, ¢ is the PDF of Y and ® is the CDF of Y.
Since U > 0, we have fy(u) = Fyy(u) = 0 for u < 0. Thus, we may assume that u > 0.
Then, Fy(u) = P{—vu <Y <+Vu} = ®(/u) — ®(—v/u) and thus,
o B i a B 1 _ 1
folu) = Fylu) = g [#(Va) = (V)] = 6(a) 5 + o(~viD) 5 =
Note that this matches the formula for fy(u) of Example 12.4, which in turn is a special case of
(12.4). By symmetry of the standard normal density, ¢(1/u) = ¢(—+/u). We obtain

1 1 2 1
— o (w2

1/2—1
_ 1 e u/2 4, ~1/2 — u e

V2 2172, /1

One can show that I'(1/2) = /7. 17 We use that result without attempting to prove it and obtain,
setting o :=1/2and 3 := 2,

—u/2

u1/271 efu/Q w1 efu/ﬁ

Jolw) = SRy = Fer(a)

We finally remember that all this was done for © > 0 and that fi;(u) = 0 for u < 0.

ue—l e—u/B

folu) = ¢ BT(a) ~

0, else.

ifu>0,

It follows that the square of a A4°(0,1) variable has a gamma(1/2, 2) distribution. Equivalently, it
has a chi-square distribution with one degree of freedom. [J

Example 12.6. It is important that you recognize when there are significant shortcuts. It might be
possible to obtain Fy(u) = Fyy (9! (y)) without having to integrate the PDF. Here is an example.

Let the random variable Y be expon(1). Find the CDF and PDF of U := 2Y — 4.

Solution:
(1) Here, u = g(y) = 2y — 4 hasinversey = g~ (u) = (u +4)/2.
1—eY, ify>0,

0, else.

(3) Thus, Fy(u) = P{U <u} = P{2Y —4<u} = P{Y§u+4} _ B <u+4> |

(20 TheCDFofYis Fy(y) =

B 2 2
@) From (2): Fy(u) = {1 meTr, >0,
0, else.
1—67%%, ifu>—4,
0, else.
(6) We have obtained F;(u) without integrating a PDE.

(5) Thus, Fy(u) =

7Gee, e.g., https:/ /en.wikipedia.org/wiki/Gamma_function or Shilov, G. [9].
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1
2
(7) Thedensityis fy(u) = Fj;(u) = <0 else.

12.2 The Method of Transformations in One Dimension

Introduction 12.1. We already encountered the method of transformations in Remark 12.2 on p.301.
There we computed the CDF and PDF of the random variable U = h(Y’) for a continuous random
variable Y and a symmetric and differentiable function h(y) which was injective on the interval
By = [0, 00[. (By symmetry, h also had those characteristics on By =] — 00, 0].)

At the heart of the calculations was the fact that injectivity allowed us to compute, for a given v, a
unique y = h—1(u) such that h(y) = u.

Since differentiable functions are continuous, injectivity on an interval B implies that h is either
strictly increasing or strictly decreasing on B. See figures 12.1 and 12.2 below.

b
z,\}/)
Ty
u = h(,\*])
0 Y= h_](H]) ¥y 0 Y ='ﬁ'.l[“\) ¥
12.1 (Figure). Strictly increasing function. 12.2 (Figure). Strictly decreasing function.
Source: WMS Ch.6.4 Source: WMS Ch.6.4

Those figures illustrate the following.
(1) If his strictly increasing, then h(y) <u; < y < h™!(u1). Thus,

PIU<u} = PUY) <u) = PO (V) < h' ()} = = PIY < b (w),
ie., FU(U) = Fy(hil(u)

(12.7)
).
(2) If h is strictly decreasing, then h(y) <u; < y > h~!(u1). Thus,

g P{U<u} = P{h(Y)<u} =P{Y >h ' (u)} =1 — P{Y <h '(u)},
(128) e,  Fy(u) =1—Fy(h ™ (u)).

Case I: h is strictly increasing
dh~(u)

u

We differentiate (12.7) with respect to u and write h=Y (u) for . Then
p

dFy(u) dFy (h=!(u))

folu) = =2 = === = fr (7 (w) V().

Since £ is strictly increasing, = (u) > 0. Thus, h=""(u) = |h~"(u)|. Thus,

(12.9) fow) = fy(h™'(w) - [p Y (w)].
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Case II: h is strictly decreasing
We differentiate (12.8) with respect to u. Then

_ dFy (R~ (w))

= (W) (5 w).

fo(u) =
Since £ is strictly decreasing, = (u) < 0. Thus, —h = (u) = |h~"(u)|. Thus,
(12.10) fo(u) = fy(h™Hw)) - |7V (w)].

(3)  We compare (12.9) and (12.10) and see that they are equal. Thus, as long as & is eiher strictly
increasing everywhere or strictly decreasing everywhere, (i.e., as long as f is invertible ev-

erywhere,)
-1
(121D futu) = fy (071 w) (@) = fr (b7 w) - ’ W' |
b
Since / fr(t)dt = / fv (t) dt for any interval [a, b], we only need to worry about the

[a,b]0{:£(§)#0}
behavior of i for arguments belonging to

suppt(fy) = {§: fy(g) #0}.18

o suppt(fy) =]y2,y5[U]ys, y7[. It does not

matter what (y) does outside suppt(fy). NI
h must be injective on the support of fy. 1 }//4) ‘\ [ 1] ‘

h changes direction at y3 and y4, so - ! |

|
5
the pieces |y2, ys[, Jy3, val, Jya, ys[, must be : ' /R\*i—%‘»

treated separately. [ ‘ ] | i A ?‘ ! adil I

The following theorem summarizes the observations of those introductory results:

Theorem 12.1.

Given are a continuous random variable Y with density fy (y) and a differentiable function h(y)
which is either strictly increasing or strictly decreasing for all y € suppt(fy), i.e., for all y that
satisfy fy (y) > 0. Then the PDF of U := h(Y) is

(1212 fo) = fr(h71 @) @) = fr(hHw) - ' ! \ -

du

PROOQOF: See the introduction 12.1. W

“8 See Definition 4.8 (Support of a real-valued function) on p.99
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Example 12.7 (Increasing function). Given is a random variable Y with the following PDF:

2y, ifo<y<1,
frly) =
0, else.

Let U := 4Y — 3. Find the PDF for U by means of the transformation method.
Solution: We apply the transformation method with the strictly increasing function
u = h(y) = 4y — 3. Then the inverse of hisy = h=(u) = (u + 3)/4, forall u € R.

(1) We apply the transformation method with v = h(y) = 4y — 3 (strictly increasing).
(2) Then the inverse of hisy = h™'(u) = (u + 3) /4, for allu € R.
(3) Further, hil/(u) =1/4.Since0 < (u+3)/4<1 & -3<u<l],

3
{2(““”).31, if —3<u<1, {u;r L if —3<u<1,

4
0, else. 0, else. O

Example 12.8 (Decreasing function). Given is a random variable Y with the same PDF as in Example

12.7:
2y, ifo<y<1,
fy(y) =
0, else.

Let U := —3Y + 2. Find the PDF for U by means of the transformation method.
Solution: We apply the transformation method with the strictly decreasing function
u = h(y) = 2 — 3y. Then the inverse of hisy = h=(u) = (2 — u)/3, forall u € R.

(1) We apply the transformation method with v = h(y) = 2 — 3y (strictly decreasing).
(2) Then the inverse of hisy = h™'(u) = (2 —u)/3, forallu € R.
(3) Further, h Y(u) = —1/3.Since 0 < (2—u)/3<1 & 0> (u—2)>-3 & —1<u<2,

22—-u) |—1

fo(u) = 3 “3
0’ else. 0, else. O

Cif —1<u<2, 4_92“, if —3<u<l,

Example 12.9 (Distribution function method with two variables). Given are two jointly continuous
random variables with uniform distribution on the triangle

B = {(y17y2>:0<y2<1—y1<1},

Find the CDF of U = Y7 + Y5.
2, f0<y<l-y <1,
(1) Thejoint PDF of (Y1,Y2)is  fyviva(y1,y2) = {0 11 Y2 Y1
, else.

(2 Fy(u) = P{U <u} = P{Y1+Y, <u} = [[2dy,where C = {(y1,y2) : y1 + y2 < u}.
BNC
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(3)
)

(5
(6)

)

(8)

)

(y1,92) EB = 0<1l—y31 <1 = 0>y1—1>-1=0<y; <1
0 < y2 < lis obvious. Thus, u <0 = P{U < u}=0.

B is the triangle with vertices (0,0), (0,1) and (1, 0).

For u > 0, C is the triangle with vertices (0, 0), (0,u) and (u, 0)

Thus,0 <u<1 = BNC=C = [[2dy = 2[[,dy
BnC
Thus, from (5) & (2),0<u <1 = BNC=C = Fy(u) = 2 [[, dj.

/] o " dy is done by integrating, for each fixed 0 < y; < u, over that part of the vertical line
{y2 : y2 = y1} that is within C. That is the segment 0 < y» < u — y;.

u pu—y1
Thus, 0 <u <1 = Fy(u) = 2/ / dys dy;
o Jo
u

2’LL
= 2/ (u—y1 —0)dy; = 2u? —2y2—1‘0 = u?.
0
From@),u>1 = BNC =B = suppt(fy) = Fy(u) =1.
0, ifu<o,
Thus, from 3) & (7) & (8), Fy(u) = {u?, if0<u<1,
1, ifu>1.

2u, if0<u<l,

Differentiation yields =
y fulu) {0, ifu<Ooru>1. 0O

Remark 12.3. In the following we use the arrow notation § = (y1,...,¥n), Y = (Y1,...,Y,), ..

Summary of the Transformation Method
Goal: Find the PDF fi;(u) for U = h(Y'), where

h : R — R has a domain R C R large enough to hold all arguments y that are
relevant for the problem. That requires that R contains the support of the PDF fy
(the set where fy is not zero).

h is invertible on R. In other words, h is injective on R: If y € R and u = h(y), then
there is no § € R such that y # y and h(y) = u.

Thus h has an inverse u — h~!(u) which maps any u that is a function value u = h(y)
back to y. Do not confuse this genuine inverse function of h(-) with the preimage
function B+ h™1(B) = {y € Y : h(y) € B}! That one maps sets to sets!

We require that h is either strictly increasing or strictly decreasing for those y € R
where fy(y) > 0. This assumption guarantees that & is injective and its inverse
u + h~1(u) exists on the support of fy.

To find the PDF fy(u) for U = h(Y'), proceed as follows:
(1) Find the inverse function, y = h™!(u), for those u that correspond to y with fy (y) #

0.

dh
(2) Find the derivative 70 A ().

(3) Finally, compute f7(u) as follows:  fy(u) = fy (h_l(u)) ‘

dh=t(u)
du
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Remark 12.4. The transformation method still works if % is not either strictly increasing or decreas-
ing on suppt(g),as long as h is injective and R can be subdivided by intervals on which A is either

strictly increasing or strictly decreasing.
, ify <0,

As an example, consider u := h(y) := Y i v=
e ¥, ify>0.

e On]—o0,0], his strictly increasing with inverse y = h~!(u) = u. This inverse has derivative
hV(u)=1>0.

e On |0,00], h is strictly decreasing with inverse y = h~!(u) = —In(u). This inverse has
derivative h ' (u) = —1/u < 0.

e Obviouslyify <0,then y <0 & u <0. Moreover,y >0 & 0<u=e¢ ¥ <1.

fr(h=Hu) - 1] = fy(u), ifu <0,
o Thus, fu(u) = § fy(h™'(w) |-1/ul = fy(_uhl(u)), ifo<u<1,
0, else. O

12.3 The Method of Transformations in Multiple Dimension

Introduction 12.2. In Chapter 12.2 (The Method of Transformations in Multiple Dimension), we
looked for ways to compute the density fi7(u) of the transform U = h(Y") of a continuous random
variable Y by means of a function A which maps real numbers y to real numbers u = h(y). Theorem
12.1 on p.305 provided us with an explicit formula for the PDF fi;(u) of the transformed random
variable U = h(Y):

i (w) i

(12.13) fo(w) = fy (b ') - [p W) = fr (A (w) ‘ T

(1) Since |~ (u)| appears in that formula, »~* (1) must exist and be differentiable.
(2) That in turn requires that h is differentiable, in particular continuous.
(3) Moreover, neither //(y) nor k= (u) can be zero, since h'(y) - h~(u) = 1.

Existence of h~!(u) requires h to be injective on the support of the PDF fy-:

(4) If ug is the function value ug = h(y) of some argument y that satisfies fy (y) > 0,
o then there is no other argument g that also satisfies ugp = h(y) and fy (g) > 0.

Since h is continuous, (4) is satisfied if h is either strictly increasing or strictly decreasing for all y in
the support of h, so we replaced (4) with that simpler assumption.

We now look for an n—dimensional analogue. If you have attended a linear algebra course, you
are knowledgeable about n x n matrices and their determinants. If your background about those
subjects is limited to a course in multivariable calculus, then assume that n = 2 or n = 3. We study

e random vectors Y = (Yl, e Yn), where each coordinate Y is a random variable.
e functions @ = h(gj’) that map n—dimensional arguments g to n—dimensional function values

y, have continuous partial derivatives 2 for i,j € [1,n]z and that satisfy a multidimen-
Yj
sional analogue of (4):
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(5) If the vector 1y is a function value iy = fz(gj) of some argument § that satisfies f; (37) >0,
(here, fy (gj) ) is the PDF of the jointly continuous random variables Y7, ...,Y,),

—.

o then there is no other argument 7 that also satisfies @iy = h(7) and fy () > 0.

These two conditions guarantee the invertibility of the function i/ — @ = h (): This inverse function
h~1(.) is defined by the relation

i=h(g) & §=hr'a).

Since the function values 7 = i~ (@) belong to R™, h~1(-) consists of n coordinate functions
hit(5), by t(-),. .., by (-). They are defined by the equations

»1 T

(12.14) hit(@) =1, hyt (@) = y2, ..., by (@) = g

. . . ) dh ) o
In the onedimensional case, the existence of continuous T which satisfies
U

ZZ’ # 0 implies that of
-1
dy

dh—! dh
12.1 =1/—.
( ) dy /du

a continuous and non—zero derivative . Further,

In the n—-dimensional case, we must replace the condition

Zh‘ = (0 with the condition
u

[ Oh1 Oh1 .. Oh1T]

dy1  Oy2 Oyn
gﬁ % gﬂ
(5) J7b = det | 7t 92 | £ 0.
Ohn  Ohn .. Ohn
_ayl 33/2 ayn_

The choice of the symbol J~! for this determinant will become clear in a moment. The assump-
-1

tions(5) and (6) are sufficient for the existence of all partial derivatives —‘— and their continuity.
U

j
They form an n x n matrix and one can show that it's determinant, which we denote by .J, also does
not vanish. In other words,

_8h1_1 8h1_1 8h1_1-
dui  duz  Bun
ohy' ohy! dhy!
(12.16) J = det| 9u1 Ouz Oun £ 0.
Ohn' dhnt . Ohg!
L Oui Ousg Oun

Moreover, the determinants J ! and J satisfy the analogue of (12.15):

1
12.17 Jl=-.0
(1217) -
Before we examine how this material about the matrices of the partial derivatives and their deter-
minants can be used to compute the joint PDF of the random vector Ulw) = h(?(w)) and before
state our findings as a formal theorem, we illustrate the above with the following example.
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Example 12.10 (The joint PDF of two independent, exponential random variables — Part 1). In this
twodimensional example, the function i = (h1, h2) is defined as follows:

(12.18) ur ==h1(y1,y2) == 2y1 + y2,
(12.19) ug ==ha(y1,92) == y1 — 2y2.
(1) We show that this function can be inverted by solving these equations for § = (y1, y2).
12.18
° u1—2uQ(:)y2—|—4y2:5y2$y2:u1/5—2uQ/5.
12.19
o Thus,yi 27 up 42y = us + (1/5)[2u1 — dus] = (2u1)/5 + us/5.

We have found the inverse function A~ = (hy*, hy!) to be

_ 1

(12.20) hl l(ul, UQ) =1y = 5(2U1 + ’LLQ) ,
_ 1

(1221) h2 1(’LL1, U2) =Yz = g(ul — 2’LL2) .

We will continue in Example12.11 on p.312. O

In the introduction, we informally discussed the following result from multivariable calculus which
we are rephrasing here in the language of joint PDFs of continuous random variables and which
is at the heart of this section. It is so lengthy that we spread it over several boxes. As mentioned
before, assume that n < 3 if you do not have sufficient knowledge of linear algebra.

Theorem 12.2.

o LetY = (Yi,...,Yy) bea vector of randomvariables with joint PDF fy (7)) and let R be a
“nice” subset of R which is so big that it hosts all outcomes Y (w) of Y.
o Letthefunction h:R —R" i+ = h(7) satisfy the following.

@ h has continuous partial derivatives = foralll1 <i,5 <n.
v

J nd
@ If the vector i is a function value @ = h(y) of some argument i that satisfies f3 () > 0,
then there is no other argument g that satisfies all those conditions.

Then h has an inverse b= = h', hy', ... h; ' which is defined by the relation
i=hy) & 7="nr'a.
We can write this for the coordinate functions h;(-) and hj_1 (+) as follows:
(12.22) ur = hi(9), ..., up = ho(§) and yy = by (4Q), ..., yo = b, (@).
—i

Also, all partial derivatives i exist and are continuous forl1<i,j5<n.
w
i
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[0h1 Ohy ... O] [on ' ony'  on']

Oy1  0y2 Oyn Our  Ous Oun

= 8ha Ohy  0Oha 21 Ohy' Bhyt Ohy

(1223)  Let 0 ._ |n 9w Fyn dh T B T o
dy T di

Oh Oh Oh —1 1 1

T2 F2 - = Ohyn'  Ohy Ohn,

Ldy1 Oy2 Oyn e e T s
dh !

12.24 Let J' = J Ny = det| —= |, J = J(@) = det — .
( ) (¥) a7 (@) 77

o Weadd another assumption: J—(ij) # 0 for all y that satisfy fy () > 0.
(12.25) Then J(h(§)) # 0 and J(h(7)) = 1 / J(g) .
Further, the density of the transform U = h(?) is computed as

(12.26) fa@) = fp(h1(@) - 1J(@)].

PROOF: Beyond the scope of this course. It needs knowledge not only of linear algebra, but also of
the so called implicit function theorem. W

Before we give some examples to illustrate this theorem, we make a remark about some of the

. ) . . dh
notation introduced there and then give a name to the determinant J ~1 of the matrix 0 of the
Yy

partial derivatives of h.

Remark 12.5. In the onedimensional case (n = 1), the situation is as follows.

e R"is the set R of real numbers, o © = ﬁ(gj’) becomes u = h(y) for real numbers y and u,

e thel x 1 “matrix” of “partial” derivatives is ' (y) = T
Y
. L ., dh . . o
Considering that last point, it seems natural to write yr for the n x n matrix of partial derivatives
Y
Oh;

Yj
the WMS text, no dedicated symbols at all. That works well enough with 2 x 2 matrices. [

1

and this author chose to do so. However, you will find either different notation 19 or, like in

Definition 12.1 (Jacobian and Jacobian matrix).

"For example, Williamson, Richard E. and Trotter, Hale [14] uses the notation B’ (i), the multidimensional analogue of
K (y).
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-

dh -
The matrix pr of the partial derivatives of the function ¢ — h(¥) is called the Jacobian

= dh
matrix of h(-). We refer to its determinant, J~!(¢) = det <?) , as the Jacobian, sometimes
Y

also the Jacobian determinant, of h(-). O

Notation 12.1 (Jacobian).

O(u,. . tn) _ oW1, syn)
Oy, Yn) A(ut, ..., up)
Thus, the expression J = J(u) y

(12.26)

h(g) -
This author follows the great majority of books on multivariable calculus in defining

Stewart writes

dh

the the Jacobian as the determinant of s
Y

-1

Be aware that WMS chooses instead to call J = det%f the Jacobian.

U

The reason seems to be that most books on probability and statistics agree on using
dh~!

the letter J for det

(without giving a name to that determinant) and WMS does

not want to use the somewhat lengthy “the reciprocal of the Jacobian” in its frequent
references to J

Example 12.11 (The joint PDF of two independent, exponential random variables — Part 2). In Ex-

-

ample 12.10 on p.310, we defined @ = h(¥) as follows:
ui = hi(y,y2) = 251 + 42, vz = ha(y,y2) = 1 — 2y2.
We computed its inverse @ = h~' (&) = and obtained
= hl_l(ul,ug) = %(2111 + ua), Yo = hl_l(U1,u2) = %(ul — 2ug).

Observe that both / and /! are defined for all points in R2.

The partial derivatives of / are

Ohy Ohy Ohsy Ohg
I _ o 9y 92y 92
o 0y oy 0y2
Those of h—! are
ohyt 2 ony' 1 9hyt 1 Ohyt -2

duy, 5 Ou 5 Ou; 5 Ous 5
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Further,
dh 2 1 dﬁ—1_§ 1
dy — |1 -2]”’ di |z 2|

Since the determinant of a 2 X 2 matrix [Z Z} , is ad — bec, we obtain

N N O [C ROIOEE

1
Observe that J = =t validates what was stated in (12.25) on p.311.
We will continue in Example12.12. 0O

Example 12.12 (The joint PDF of two independent, exponential random variables — Part 3). In Ex-

-

ample 12.10 on p.310, we defined @ = h(y) as follows:
(12.27) ur = hi(y,y2) = 2y1 + y2,  uz = ha(y,y2) = y1 — 2y2.

-1
In its continuation, Example 12.11 above, we obtained J = const = — for the reciprocal of the
Jacobian of h.
We are ready to specify the random variables that we wish to transform by means of h(-).

e Assume that Y] and Y3 are independent expon(2) random variables.
o Let U := (YY) =2Y1 + Yy, U := ho(Y) = Y] + 2Ya.
e Apply Theorem 12.2 on p.310 to compute the joint density f;(u1,u2) of U = h(Y).

Solution:
1
Z e nty2)/2 if 0
— € , 1 ) > )
@  fp@) = Mmyva(,v2) = () fra(y2) = (4 o
0, else.
(b) Werecall thaty; = é(2u1 + ug) and yo = é(ul — 2ug). Thus,
. 1 1 1 1
fﬁ(u) :fUhUQ(ul,ug) = Z exp{— (5(211,1 + UQ) + g(Ul — 2u2)> /2} . '—5‘

1 -1 1 3U1 — U2 1 ug — 3U1
- —0) — Jup) b = o ml_ tz— ot
20 eXp{ TR “2)} 20 eXp{ ~10 } 20 eXp{ 10 }

e BUTONLYIFy; = hl_l(ﬁ) >0AND y; = h;l(ﬁ) > 0! What are those vectors ?
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(©)

(d)
(e)
)

(g)

(h)

y1 >0and yo >0 < 2uy +ug >0
and uq — 2us > 0 A

12.27
y1ZOandyzZO(:)m:?leryQZO. ?

From (¢): 2uj +ugs > 0 = ug > —2uy
From (c): vy — 2us > 0 = uy > 2us
iuzﬁ%

From (d), (e), (f): hl_()>0andh2 (W) >0 \
u1 > 0 and 2u1<u2<?

The figure to the right shows that those are the BE,
points enclosed by the quadrant which is ob- S b \
tained when rotating the first quadrant clock- - 1\
wise, by an angle of 60° \
Thus, if we denote this quadrant by R, :
i u2—3u1)/10 57
fp@) = {20 ! /10 ifi e R,
0, else.

R 4

E ' |
2uy) Uz =uy f2- X

where hy*(u1,u2) > 0and h;*(uy,uz2) > 0

At this point we know how to integrate with respect to the PDF of U/ = h(Y). We can replace the
integral diu over the region R by an iterated integral dus du; as follows.

For a fixed u; > 0, the integration bounds for uy are —2u; < ug < el (See (g)). Thus,
& 5 g

. U2/2
// ...flj(U)dﬁ://...— elua— 3“1/10du:/ /
R2 R 2uq

For example, if w = g(0)

(ug 3u1)/10 d’UQ du1
= g(u1,uz) is a real-valued function of (u1,u2) € R?, then

u2/2 B
/ /2u1

u2—3u1)/10 dUQ du1 O

Qh

12.4 The Method of moment-generating Functions

Assumption 12.1. Unless stated otherwise, we will assume in this entire section that

Y = (Y1,Ys,...,Y,) denotes a list of n random variables (n € N).

o Either all Y; are discrete, or they all are continuous random variables.

h:D—=R; 7~ u=h{@) = hy,... yn)

is a function with domain D C R” (this covers R = R! for n = 1), such that

o there is no issue with the existence of the PMF or PDF of U := h(Y).

e AlMGFs, my;,(t) = E[e™] and my(t) = E[e'V] exist if |¢] is small enough, i.e.,
there is some ¢ > 0 such that those MGFs exist for — < ¢ < 4.

Those assumptions also hold for differently named (vectors of) random variables

V). O

and functions, e.g. V = g(fj') =g(11,...

314
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Introduction 12.3. The moment-generating function method for finding the probability distribu-
tion of a function of random variables Y7, Y5, ...,Y,, is based on Proposition 9.5 on p.209 (Section
9.5: Moments, Central Moments and Moment Generating Functions). It was stated without proof
and asserts that the following is true under the conditions stated in Assumption 12.1:

Assume that two random variables Y and Y possess identical kth moments about the origin for all
k=1,2,.... In other words, assume that

E[Y') = B[V, E[Y? = E[Y?, BIYY = E[¥,...
Then Py = Pf/, ie., Y and Y have the same distribution. [

We have the following uniqueness theorem.

Theorem 12.3 (The MGF determines the distribution).

Given are two random variables Y and Y . If their moment—generating functions my (t) and mg(t)
exist and coincide in a small interval that is centered at t = 0,
o Then Py = P, ie.,Y andY have the same probability distribution.

Y
PROOF:
Theorems 9.18 on p.209 and 10.9 on p.230 allow us to conclude that
k dk dk Sk
BIYH = Somy(t)| = Seme)| = B[V forallkeN.

It follows from Proposition 9.5 on p.209 that Py = P; B

Remark 12.6.

To find the distribution of U = h(Y) = h(Y1,Ys,...,Y,) by means of the MGF method,
proceed as follows:

e Compute the MGF my(t) = E[e!V] of U

e Does this MGF match that of a random variable V with a known distribution?

You may want to consult a list of MGFs like the one in Appendix 2 of [13] Wackerly,
Mendenhall, Scheaffer, R.L.

Then you are done, since Theorem 12.3 (The MGF determines the distribution) guar-
antees that Py = Py.

Of course, the devil is in the details. In most cases, you will not succeed in finding that matching
MGE, unless one or both of the following are satisfied:

e Uisalinear function U = a1Y7 +--- + a,Y,, with constant a; € R.
e The random variables Yi,...,Y;, are independent and h(y) = hi(y1) -
ha(y2) - - - hn(yn), for suitable functions h;(y).

We will examine some very important and general cases that illustrate all this. [

Example 12.13 (WMS Ch.06.5, Example 6.10). Suppose that Y is a normally distributed random
variable with mean p and variance 0. Show that
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has a standard normal distribution, i.e., Z ~ A47(0, 1).

Solution:
(@) According to Proposition 10.6 on p.236, my (t) = et *(
(b) Any random variable W is independent from any constant (real number) a.
(c) Thus, according to Theorem 11.10 on p.262, the random variables h; (W) = 'V and hy(a) =
e~ are independent, and E[e!V - e7%] = E[e!W] e~
(d) Thusif U =Y — p, then my(t) = E[e"Y "] = E[e™ e7] = E[eY] - e

e Thus, my(t) = my(t)e ™" @ ot +(02)/2 ot = o(0?t7)/2,

e Since Z = U/a, mz(t) = my(t/o) = el (t/0)*/2 = /2,

a?t?)/2 )

(e) We use Proposition 10.6 once more and see that ¢t — e’/2 is the MGF of a standard normal
random variable. Thus, Z ~ A47(0,1). O

Example 12.14 (WMS Ch.06.5, Example 6.11). Let Z be a normally distributed random variable with
mean 0 and variance 1. Use the method of moment-generating functions to find the probability
distribution of Z2.

Solution:

The moment-generating function for Z2 is

00 [ —22/2
mp(t) = BE@?) = [~ peas = [Tt
@) . oV
:/ o @2 g, / Y(2)dz,
—co V21 S

where

W(z) = exp [— <Z22> (1— 2t)} /@

- (3) o] e )

We define o := (1 — 2t)~'/2 and obtain

- en[- () /o] (50 3) - o v

where ¢(z) is the density of a A/(0, 0) random variable. Thus, [*_¢(z)dz = 1. It follows from (A)
and ¥(z) = 0 p(z) and o := (1 — 2t)~/2 that

mys(t) = /O;w(z)dz = /Zu —20)7 M2 p(2)dz = (11%)1/2 /OO p(2)dz = (11%)1/2

—00

1
According to Proposition 10.8 on p.239, ¢t — RIEENE is the MGF of a random variable which

follows a gamma(1/2,2) distribution which is, by definition 10.11 on p.240, also known as a x>
distribution with one degree of freedom. We obtained this result previously in Example 12.5 on
p-302 by the method of distribution functions. O
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Theorem 12.4 (MGF of a sum of functions of independent variables).

Given are n independent random variables Y1, Y5, . .., Y, with MGFs my, (t), my,(t), .. ., my, (t).
and n real-valued functions hi(y1), ..., hn(yn) of real numbers yi, . .., yn.

Let U := hi(Y1) + ha(Ya2) + -+ + hn(Yy). Then (under the conditions of Assumption 12.1 on
314)

n

(12.28) My () = My vy) £t hn(va) = || Mhyvy) () -
j=1
PROOQOF:
Foreachj=1,...,n,letg;(y) := ethi(W) Consider a fixed t. Since functions of independent random
variables are independent random variables, the random variables V; := g¢;(Y;) = () are
independent. We apply Theorem 11.10 on p.262 and obtain
mu () :E[et(V1+V2+---+vn)]
= E[e"1] - E[e!"]. = E[em(] ... pletha ()]
= mhl(Yl)(t) T My, (Yl)(t) T mhl(Yn)(t) .

Corollary 12.1 (WMS Ch.06.5, Theorem 6.2).

Let Y1,Ys,...,Y, be independent random wvariables with moment—generating functions

my, (t), my,(t), ..., my, (t), respectively. Then

(12.29) my; s v, () = [[my; () = my, (8) - myy (£) -+ my, (1)

j=1

PROOQOF:
This follows from applying Theorem 12.4 to the functions h;(y;) = y;,. W
Next, we generalize But its great importance gives it the status of a theorem.
Theorem 12.5 (Linear combinations of uncorrelated normal variables are normal).

Given are n uncorrelated, N (1, 0]2-) random variables Y;, (j = 1,...,n. In other words, each Y

is normal with expectation j1; and standard deviation o;. Let a1, ..., a, € R. Then

(12.30) > aY; ~ N D aip;, Y dlod

j=1 j=1 j=1

Thus, the linear combination of uncorrelated normal random variables is normal with expectation and vari-
ance being the linear combinations of the indivicual expectations and variances.

PROOF:
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First off, we recall that one of the special properties of normal random variables is that they are
uncorrelated if and only if they are independent. Thus we can use everything that applies to inde-
pendent random variables.

Consider a fixed t and define .
U .= Z a;Yj.
j=1

We apply Theorem 12.4 (MGF of a sum of functions of independent variables) on p.317 with the
functions h,;(y;) = a;y; and obtain

j=1 J=1
= l_Iexp{(U]Q-/Q)(Cth)2 + pi(ast) }
j=1

Here we used that a A (Ji, 52) variable has MGF ¢7°t*/2+1it See Proposition 10.6 on p.236. Thus,

n

my(t) = exp Y (07/2)(a;t)® + p;(ast)
j=1

n

n
= exp Q| Do(@Fad/ e | + | D (myay)t
=1

Jj=1

n n

= exp (a?ajz-) /2-152 + Z(ajuj) -t

j=1 j=1

By Proposition 10.6, the last expression is the MGF of a A (11, 52) variable with

n n

io=Y (au), & =Y (dd)).

j=1 j=1

Since distributions of random variables are determined by their MGFs,
n n
2 2
U~AN Zaj,uj,Zajaj .l
j=1 j=1

Remark 12.7. It is a consequence of Theorem 12.5 that the sum of two independent random vari-
ables also is normal. In the next example we construct two normal variables U and W which are not
independent, such that their sum is not normal. It shows that we cannot drop the assumption of in-
dependence in Theorem 12.5. This example is given in many books on probability. It can be found,
e.g., in [7] Pishro-Nik, Hossein: Introduction to Probability, Statistics, and Random Processes.

Assume that U and V' are independent random variables with distributions

318 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

o U~ A(0,1),
e V ~binom(n =1,p =0.5).

Let

L,

W(w) : 0

U (w), ifV(w)
] -UW), ifV(w)
(@ Show that W ~ A47(0,1).

(b) LetY :=U + W. Show that Y is not a continuous random variable.

It follows from (b) that Y is not normal, since normal random variables are continuous. [

Solution to (a): Note that the PDF of U is symmetric, i.e., fy(u) = fu(—u) for all u € R. Thus, for
all v,

P{U<u} = /u fodt = [ juhydt = P{U> —u} = P{—U < u}.

—Uu

It follows that U and —U have the same distribution and thus, —U ~ 47(0,1). 120
Now, we show that W ~ A47(0,1). Let w € R. Then,

P{W <w} =P{W <w,V =0} + P{W <w,V =1}
—P{W<w|V=0P{V=0} + P{W<w | V=1}P{V =1}

1 1
:§P{—U§w | V=0} + §P{U§w | V =1}
We use the independence of U and V followed by U ~ —U and obtain
1 1
P{W < w} =5 (P{-U <w} + P{U <w}) = 5 (P{U <w} + P{U <w}) = P{U <w}.

Thus, W ~ U. Since U is standard normal, so is W. We have proven (a).

Solution to (b): It follows from the definition of W and Y := U + W, that
2 if =
0, if V(w)

Since U is a continuous random variable, P{2U = 0} = 0.

L,
0.

Thus, P{2U =0,V =1} < P{2U =0} = 0.

1
Thus, P{Y:()}:P{QU:0,V:1}+P{V:0}:P{VZO}:5.
It follows that the CDF Fy of Y has a jump
o Fy(0) — Fy(0—) = P{Y =0} = 1/2
aty = 0. Thus, Y is not a continuous random variable and we have shown (b). B
120This result should not come as a surprise since, for n = 1 and a1 = —1, Theorem 12.5 on p.317 states the following:

If Y1 ~ A (p,0°), then =Y; ~ A (—p,c?). Note though, that the proof given here shows that U and —U have the same
distribution whenever U has a symmetric PDF. Also note that U ~ —U holds if U is discrete with a symmetric PMF,
ie, pu(u) = P{U =u} = P{U = —u} = pu(—u), for all u.
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Theorem 12.6.

Given are n independent, gamma(c;, B) random variables Y;, (j = 1,...,n. In other words, each
Y; is gamma with the same scale parameter 3. Then

(12.31) in ~ gamma f:aj,ﬁ
— —

Thus, the sum of independent gamma random variables with the same scale parameter ( is gamma with the
shape parameter being the sum of the shape parameters, and scale parameter 3.

PROOF:

Consider a fixed t and define

We apply Theorem 12.4 (MGF of a sum of functions of independent variables) on p.317 and recall

that the MGF of a gamma(a, (3) variable Y is, according to Proposition 10.8 on p.239, my = (1 — )",
We obtain

mu(t) =my v,(t) = [[my @)
j=1
- 1 1
B ]1;[1 1-pt Sy

Since distributions of random variables are determined by their MGFs,

U ~ gamma Zaj,ﬂ . i
j=1

Corollary 12.2.

Let Y1,Ya, ..., Y, be independent x* variables such that each Y; has v; degrees of freedom. Then

(12.32) My, v () ~ X2 [ Y vy df

PROOF:

This follows immediately from Theorem 12.6, Since x? variables with v; df are gamma(v;/2,2). W
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13 Limit Theorems

Introduction 13.1. In this section we will discuss the ways in which a sequence Y;, of random vari-
ables can have a random variable Y as its limit. Before we go there, let us quickly review conver-
gence of a sequence (y,), of real numbers and of a sequence of functions f,, : A — R, with all

members f, defined on a subset A of R*, where k = 1,2,.... Note that k = 1 covers the situation
where the arguments are real numbers. Some examples of number sequences:
3—2n

3 3
o Ify,= ,then lim y, = = and the sequence converges to 5

5+ n2—6n n—00
o Ify, = (—1)" then lim y, does not exist.
n—oo

o Ify, = > n,then ILm yn = oo. Recall that convergence only happens if the limit is a real

number. Thus, (y,), does not “converge to co”. Rather, this sequence diverges. 121

For the following examples of function sequences, let us agree that, if f,,, f : A — R, where A C R,
then “pointwise convergence” %2 of the functions f,, to the function f simply means that

(13.1) nli_)rglofn(a) = f(a) foralla € A.

o Letf,, f,9,h:]0,1] — R be the functions

0, ifo<ax<l,

0 =0, Bh(z):==x.
T 9(z) (z) ==z

(13.2) O fu(z) :=2" @ f(x) = {

The situation with respect to pointwise convergence is as follows:

f is the pointwise limit of the sequence f,.
Even though g is the pointwise limit of the sequence f,, on [0, 1], it is not the pointwise limit
on [0, 1], since lim f,(x) = g(z) =0, for0 <z < 1,but lim f,(1) = 1, whereas g(1) = 0.
n—oo n—oo
e his not the pointwise limit of the sequence f,, (except on {0,1}.

Did you notice that no use was made of the fact that the domain [0, 1] of those functions is a set of
numbers?
e Assume instead that ) is some arbitrary, nonempty set (not necessarily a probability space).
Further assume that there are functions f,, f : 2 — R. We still have the notion of pointwise
convergence of the functions f,, to the function f: (13.1) becomes

(13.3) nlgrolo falw) = f(w) forallw €

and one certainly can examine whether or not the above is true for any kind of domain, i.e.,
for any nonempty set (2.

We will not discuss vector-valued sequences. However, for completeness sake, we give the follow-
ing example.

2'There is no such thing as divergence to -co. Thus, you must say that () diverges, not that (y,,) diverges to co.
'2The formal definition of pointwise limits will be given in Section 13.1 (Four Kinds of Limits for Sequences of Random
Variables).
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o If 7, = ((—=1)" cos(2/n)), then lim §, does not exist, since the limit of a vector-valued
n—oo
sequence is, by definition, the vector of the limits of the coordinates. The second coordinate

sequence, y, = cos(2/ n)), converges to the number 1. Since the first coordinate sequence,
yn = (—1)™, does not have a limit, neither does (gn)n Thus this sequence does not converge.

After these preliminary remarks, let us consider sequences of random variables. We recall that all
random variables Y are functions

Y: (2,5 P)—R wr Y(w).

They take their arguments w in a probability space ({2, §, P) and map them to numeric outcomes
y=Y(w)
e The o-algebra is of no significance in this chapter, so we keep ignoring it and simply con-
sider the probability space (2, P).
e On the other hand, the arguments w play an essential role and we will often replace “Y"”
with “w — Y (w)” to remind the reader that we are dealing with functions of w.
o If (Y,,), is a sequence of random variables ({2, P) — R. Then each w € €2 comes with its own
sequence (Y, (w)), of real numbers.
¢ One obvious question to ask about those sequences Y,,(w) of real numbers is this one:
1 Does nlgr;() Y, (w) exist and will it be a real number (rather than +o00) for allw € Q?

[ If so, then the assignment w — Y (w) := lim Y}, (w) defines a real-valued function
g n—o0

Y : (2, P) — R, i.e., another random variable. What are its properties?

e Not quite so obvious: [ Does the presence of the probability measure P on (2 give additional
insight about the convergence behavior of the functions w — Y, (w)?

e In contrast to the deterministic case where the only mode of convergence available to us is
pointwise convergence, 1> we will see in Section 13.1 (Four Kinds of Limits for Sequences
of Random Variables) that the presence of a probability P allows us to consider additional
modes of convergence:

[0 convergence almost surely,
[ convergence in probability measure,
[ convergence in distribution. [

13.1 Four Kinds of Limits for Sequences of Random Variables

The following definition is a central place for all the different convergence modes of sequences of
random variables that are of interest to us. We will examine each one in detail.

Definition 13.1 (Convergence of Random Variables).

2This is not entirely true: If Q is a subset of R or of R*. then there is the notion of uniform convergence, f.(-) — f(-).
We will not be concerned with uniform convergence in this course.
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Let Y, (n € N) and Y be random variables on a probability space (2, P). We define

(13.4) Y, 28y or pw- lim ¥, =Y, if lim ¥(w)=Y(w), forallwe®,
(13.5) Y, 22Y or as. - lim ¥, =Y, ifPlweQ: lim ¥V;(w)=Y(w)} =1,

(13.6) Y, BY or P- im ¥, =Y, if¥e>0 lim PlweQ: |Ya(w)—Y(w)|>e} =0,

(13.7) Y, B>Y, if ILm Fy, (y) = Fy(y), Vy € R where the CDF Fy of Y is continuous.

We also say:
IfY, 2 Y, Y isthe pointwise limit of the Y,,, or: Y,, converges pointwise to Y.
IfY, 22Y, VY isthe almost sure limit of the Y,,, or: Y}, converges almost surely to Y.
IfY, 5 Y, VY isthe limitin probability; of the Y;,, or: Y}, converges in probability to Y.
Ify, L Y, Y isthe limitin distribution of the Y,,, or: Y;, converges in distribution to Y|

Example 13.1. Consider Q2 := [0, 1] as a probability space (€2, P) by defining
P(la,b]) :=b—a, for0<a<b<1.

In other words, P is the uniform distribution on [0, 1].

We rename the functions f,, f, g, h of (13.2) in the introduction to Y,,,Y, U, V, since doing so will
make it less confusing to examine the convergence behavior of the sequence. This particularly
applies to converges in probability and in distribution. Accordingly, we define

i <
Ya(w) = w", Uw) =0, V(w):=w, (for0<w<1) Y(w) = {07 fo<w<l,

1, ifw=1.

Part I: Pointwise and a.s convergence

Pointwise convergence behavior of the Y;, corrresponds to that of (13.2):

e Y is the pointwise limit of the sequence Y,,,
e U is the pointwise limit of the ¥;, on [0, 1] only, but not on €,
e V isnot the pointwise limit of the Y;, (except for w = 0) orw = 1).

With respect to almost sure convergence, we see that
o Y, Y, since {lim ¥, =V} = [0,1] = Q,and P(Q) = 1.
e Y, 23U, since {nlgH;OYn # U} = {1}, and P({1}) = 0.
e (Y},), does not converge to V' a.s., since P{nll_{{)lo Y,=V} = P{0,1} =0#1.

Part II: Convergence in probability

Next, we examine convergence in probability. We will see that a sequence of random variables can
have more than one P-limit by showing the following: The sequence w — Y, (w) = w" has both
w— U(w)=0andw — Y (w) = 1if w =1 and 0 else as P-limits.
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By definition of P-lim Y, = }7, we must prove that, for any fixed, but arbitrary ¢ > 0,

n—oo

lim P{|Y,-Y|>e} = 0. See(13.6).

Since this probability decreases as ¢ increases and we must show that it approaches 0 as n — oo, we
only need to worry about the very small . Thus, we may assume that 0 < e < 1.

We observe that, for Y, (w) =w™”and 0 < e < 1,

[[Va(w)|>e & w">e & w>el/m]

(A) = [P{|Yn| >} = P([Y"1]) = 1 —&V/].

(B) 0<e<l= lime/" =1= lim (1-¢Y") = 0.

n—o0 n—oo

Part IT (1): We now prove that P- ILm Y,=Y:

[[YVa(w) = Y(w)|>e & [Yy(w)| >cand w #1]

(a)
= [P{Y, —V|>e} < P{Vy|2e} D1 -/ B asn—o0].

Thus, lim P{|V, — Y| > ¢} = 0.

Part IT (2): We now prove that P-lim Y, = U:

n—00
e We could repeat the proof for the P-convergence of Y,, to Y with very minor modifications
and the reader is encouraged to do so. Instead, we will use that result to show that P-
lim Y, =U

n—oo

e Since the outcome {1} has probability zero and Y (w) = U(w) for w # 1,

P{ly, —Y|>e} =P{|Y, — Y| >candw # 1}
=P{|lY, —U|>candw # 1} = P{|Y,, — U| >¢}.

e Since lim P{|Y, —Y|>¢} =0,
n—oo
lim P{|Y,, — U|>¢} = lim P{|Y,, — Y| >¢} = 0.
n— o0 n—oo

Thus, P-1lim Y, = U.

n—oo

Part II (3): Next, we show that it is not true that (Y7,),, converges in probability to V.

We argue by picture rather than giving an exact proof, since that would require some very tedious
of terms containing In(k).
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e The picture makes it very clear that
e =1/10 = w—w”>afor% <w < %and
n > 100.
51 49 2
ThUS,P{’Yn—V‘ 25} > €- (1700_@) = 1000°
Thus, lim P{|Y,, — V| > ¢} = 0isnot true.
n—oo

e Since nh_)rrolo P{]Y;,—V| > e} = 0musthold for ALL

¢ and we showed that this is not so for e = 10’
it follows that (Y},),, does not converge in proba-
bility to V.

Part III: Convergence in distribution

We will show that Y;, does not converge to V' in distribution as follows.

Let0 <y < 1. Werecall that Pla,b] =b—a, forall0 <a <b<1.
From V(w) = w, weget Fy(y) = P{V <y} = PlucQ:V(w) <y} = P|0,y] =y.

e Since Y, (w) =w", Fy,(y) = P{Y,, <y} = Plwu e Q:w" <y} = PJ0,y"/"] = y/™

e Wenotethat 0 <y<1 = nli_)rgoyl/” = 1.
Thus, Fy(y) = y, whereas, nl;rglo Fy (y) =1for0<y<1
Thus, nh_}rgo Fy, (y) # Fy(y)for0 <y < 1.

e Since all those y are points of continuity for Fy, it follows that (Y},),, does not converge in
distribution to V.

On the other hand, the theorem that follows now shows that (Y;,),, converges in distribution to Y’
and U, since we have shown convergence in probability to those random variables. [

Theorem 13.1 (Relationship between the modes of convergence).

Let Y and Y1,Ys, . .. be random variables on a probability space (€2, P). Then,

(13.8) v, 2Y =2V, %Y=>Y5Y=Y2y.

PROOF:

I: Itis obvious that Y, Py = Y, 22 Y for the following reason:
o Let A:={weQ: li_}m Y, (w) #Y(w)}.
e Then, V;,; 3Y = A=0 = P(A)=0 = v, V.

II: The proofs that Y, By = vV, 2y and Y, Ly = Y, By are outside the scope of this
course. Fairly accessible proofs for those who can work with sets like
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N | Ulwe: ¥jw) - YY) 2¢}
n>1 \j>n

124

and are familiar with the exact definition of convergence of sequences can be found at this

Wikipedia link. W

There are many theorems concerning the convergence of random variables. We only mention here
the following two which will be used later in this chapter.

Theorem 13.2 (Slutsky’s Theorem). | [

Let Y1,Ys,...) and Uy, Us, ... be two sequences of random variables. Let Y be another random
variable and c a constant such that

oV, 2y (convergence in distribution) e U, e (convergence in probability)

Then,

(13.9) Y, + Up =Y + c,
(13.10) Y, - Uy 2seY
Y, p Y, ,
(13.11) o D, n , assuming that ¢ # 0.
n c

PROOF: Omitted. See, e.g., [1] Bickel and Doksum: Mathematical Statistics.

Theorem 13.3 (Convergence is maintained under continuous transformations). | %

Let Y1,Ys,...) and Y be random variables on some probability space (2, P). Let f : R — R be
continuous. Then,

Yo 22Y = foY, &5 foY.
Y, Y = foY, 2 foY.

Y, 2V = foY, 2 fov.

PROOF: Omitted. 12> ®

Example 13.2 (Convergence in probability but not a.s.). || %

Consider the “sliding hump” example. 12 As our probability space we choose 2 := [0, 1], the unit
interval in R, with the probability measure defined by P(]a,b]) := b — a.

1244, converges to x < forall ¢ > 0 one can find N € N such that |z, — x| < ¢ whenever n > N.
15 A proof can be found at this Convergence of random variables (Mann-Wald theorem, general transformation theo-

rem) Wikipedia link.
126Gee this StackExchan ge link.
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(@) We partition (2 into the two intervals I; = [0,1/2] and I, =|1/2,1].

1, ifwel,,

0, else.

(b) We partition (2 into the three intervals I3 = [0,1/3], 14 =|1/3,2/3], and I5 =|2/3,1],
then into Is = [0,1/4], Ir =]1/4,2/4], Is =]2/4,3/4], and Iy =|3/4,1], and so on .....

1, ifw e,

e Forn=121letY,(w):= {

e  We define random variables Y,, as in (a): For n € N, let Y,,(w) := 0. ol
, else.

(c) Then the sequence Y;, converges in probability to the (deterministic) random variable
w = Y (w) := 0. A proof is given directly after this example.
(d) But this sequence of random variables does not converge almost surely. In fact, there is no
0 < w <1 for which lim Y, (w) exist:
n—00
e Fixw € [0, 1]. By construction, there are indices

ny =ni(w) < ng =mn2(w) < nz =nz(w) < ---,such thatw € I,,, and I,,, has length 1/k.
(Thus, P(I,,) = 1/k.)
(e) Letw €]0,1];w # w. The subsequences nj(w) and ny(w’) will differ for all & so large that

1 lw — |
ES 2
(Draw a picture!)
(f) It follows for such big k, that Y, () (w) = 1and Y}, (,)(w') = 0.
On the other hand, Y,,, (,(w) = 0and Y,,, (,»(w') = 1.
Thus, the full sequences Y;,(w) does not have a limit, since it would have to be 1 along the

subsequence n(w) and 0 along the subsequence ny(w’).

2
, le., z < jw—uw'|, sincew € I, () and ' € Iy, (o) = Iy () Mgy = 0.

(g) wisarbitrary in Q = [0, 1]. This shows that there is no w € €2 for which lim Y,,(w) exists. [

n—oo

PROOF that (Y},) converges in probability:
If we write |1, | for the length of the interval I,,, then
(h) glLl=1<n=10|L|=1/2 < n=23 3| =1/3 & n=4,5,6.
Thus,if s1 = 1,80 =81 +2,83=82+3,...,8, =Sp_1 + k= ijz W,...,
i thenl,=1/k & n=sg1+1,8.1+2,...,81+k & skill< n < sg.

(j) Itshould be clear that [n — oo | [k — oo | For a proof: @ “<” follows from n > k.

(i)
[For the other direction, we observe that n é 28 = 2k(k +1) < 2(k +1)?,
ie,/n/2—1 < k.Thus, [n - 0] = [k — oo] and “=" follows.

1
(k) Since Y, (w) := ’
0, else

1 1
as defined in (k), P{|Y,,, | > ¢} = Z for 0 < ¢ > 1. Thus, P{|Y,, | > ¢} < Z fore > 0.

() Fixe > 0and k € N. |I,,] and hence, P{|Y},| > ¢} is nonincreasing with n. Thus,
1 .
n>n, = P{|Y,| >¢e} < P{|Y,,| >¢} = 7 Since [n — oo | K@ [k — oo], it follows

that li_>m P{]Y,| > ¢} = 0 and this shows that Y, 50 m
n—oo

ifwel,, ) .
“ for n € N, we obtain P{|Y,,| > ¢} = 0 for ¢ < 1 and, with ny
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g

13.2 Two Laws of Large Numbers

Our knowledge of convergence in probability and almost surely enables us to understand the weak
law and the strong law of large numbers. Recall that the “id” part of any iid sequence (Y;,) implies
that E[Y1] = E[Ys] = -+ and Var[Y1] = Var[Ya] = ---.

Theorem 13.4 (Weak Law of Large Numbers).

Let Y1,Ys, ... be an iid sequence of random variables on a probability space (£, P).
with finite variance: 02 := var[Yy,] < co. Let i := E[Y,]. Then,

Vi+Yo+--+Y,

converges in probability to ji, i.e.,

n
(13.12) ;&
[€>O] = nlg](r)loP ’nZIYj—,u,‘>€ = 0.
]:
PROOF: Let .
o Tyl = QIR T Tl) Ly,

n n
We have seen in Example 11.5 (Variance of the sample mean) on p.267, that

(A) py, = E[Y,] = p, and af—,ﬂ = Var|y,] = %,

We apply Tchebysheff’s inequality 10.53 on p.244 with k = ¢/n/o and obtain from (A), that

_ 1 0.2
P{|Y, —p| > e} < W) =~ ne — 0, asn — o0

This proves that P-1lim V,, = u. W
n—oo

Remark 13.1. We have previously encountered the random variable Y,, under the name Y, as the
sample mean of a sample of size n. See Example 11.5 (Variance of the sample mean) on p.267.

It is considered bad form to use a subscript for the sample mean. We chose to do so in this section
about the laws of large numbers anyway, since we are not dealing with this sample mean in the
context of samples of a fixed size, but we are examining what happens as this size approaches
infinity. [

Remark 13.2. We have learned in Theorem 13.1 (Relationship between the modes of convergence)
on p.325, that almost sure convergence implies convergence in probability. One can interpret this in
the following manner:
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e Itisharder to establish almost sure convergence, since it is a more powerful tool for proving
that some mathematical property is true.

e Accordingly, it would be wonderful if one could strengthen a theorem that proves conver-
gence in probability for some sequence of random variables, to show that this convergence
actually happens almost surely.

e It turns out that this is possible for the weak law of large numbers (Theorem 13.4 on p.328. It
is called the weak law of large numbers because there also is a strong law of large numbers

n n

Y; = p with a.s—lim % Y = p. Wewill
= n j=1

which replaces the conclusion P- lim 1
n—oo —00

7j=1

study that next. [

Theorem 13.5 (Strong Law of Large Numbers).

Let Y1,Ys, ... be an iid sequence of random variables on a probability space (2, P).
Let o := E[Y,]. Then,

converges almost surely to u, i.e.,

n

(13.13)

n—00 1 4

1 n
Pqlim —> Y # pp =0.
Jj=1

PROOQOF:

Outside the scope of these lecture notes. W

Example 13.3 (Infinite Monkey Theorem). A monkey has been granted eternal life. It is continually
hitting at random the keys of a wordprocessor that will never break down.

The keyboard has a customized layout that makes it equally likely for each key, at any given key
stroke, to be selected by the monkey. (For example, there is no CAPS key. Rather, there are separate
keys for “a” and “A”, “b” and “B”, .....)

What is the probability that, in this infinite sequence of letters, there is a contiguous block that
constitutes the collected work of William Shakespeare? We expect a flawless result: No typos,
correct punctuation, CAPS exactly when required, ...

Solution:
e There are K different keys that are being hit, at each stroke, with equal probability.
e Only one of them is correct at any given time and the others are failures.

e Thus, the sequence X1, X»,... of key strokes is a sequence of independent random items
with constant success probability p; = p = 1/K.

e We consider the indices 1,2, 3, ... as points in time, so X753 is the key that was hit at time
J ="T753.

e The author does not know how many letters Shakespeares collected work (“S-C-W”) con-
sists of, but this certainly is a finite number. Let us denote it by V.
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Let Y7 :=1, if X1, Xo,..., Xy form S-C-W. Let Y7 := 0, else.
Let Yo =1, if Xy41, Xny2,..., Xony form S-C-W. Let Yy := 0, else.

Let Y] = 1, if X(j—l)N+17X(j—1)N+2>"'7XjN form S-C-W. Let Y] = 0, else.

o Ifi # j, then Y and Y; depend on “disjoint” chunks (X(;_1)n41, X(i—1)n+2,---, Xin) and
(X—1)N+1> X(j—1)N42: - - - » Xjn) of the independent Xj,. Thus, ¥; and Y} are independent.
e Also, both are binom(1, (1/K)¥) (Bernoulli trials).
e Thus, (Y},), is an iid sequence with expectations 1 = (1/K W,
e By the strong law of large numbers, there is an event A C 2 such that P(A) =1 and

R 1\"
wGA#JLIEO'EIX/}(w)/n—/‘_(K> > 0.
J:

e Since we divide the sum by n, the limit is zero if only finitely many Y;(w) are not zero, i.e.,
if only finitely many Y;(w) are 1. Thus,

weA = Yj(w) =1, infinitely often!

e Since P(A) =1 and Y denotes the completion of the jth collection of Shakespeare’s works:
With probability 1, the monkey will produce an infinite number of Shakespeare’s entire
collection! [J

13.3 Sampling Distributions

Introduction 13.2. Back in Chapter 8.2 (Sampling and Urn Models With and Without Replacement),
we gave Definition 8.2 (Sampling as a Random element) on p.185 of a sample.

e A sample of size n was nothing but a vector X = (X1,X5,...,Xy) of random elements, or
a realization # = X (w) of those random elements. What makes this vector a sample is the
interpretation of w — X;(w) as the jth pick of an item from a population of interest and the
intent to use the outcomes z; = X;(w) for inferences about that population.

These sample picks may happen with or without replacement. Sampling with replacement is de-
sirable from a mathematical point of view, since this allows us to assume that the sample picks
have identical distribution. Thus, if the X are real-valued, their cumulative distribution functions
satisfy

Fx,(z) = Fx,(z) =---= Fx,(z) (z €R);
This in turn implies that, if the sample picks are real-valued functions of w i.e., they are random
variables, they all have the same expectation, variance, MGF, and so on.

Also, those sample picks may or may not be independent. independence would be extremely desir-
able from a mathematical perspective. For example, if the X are jointly continuous and indepen-
dent random variables, knowledge of the marginal densities yields the joint density, because,

f(@) = fxi(x1) - fx,(02) - fx,(zn) (@ €R").
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Unfortunately, identical distribution and independence are simplifications of the real world. This
is even true when one considers n rolls of a die. >/ The surface on which the die is rolled is not
perfectly even, so that negates identical distribution. If several people take turns, then the different
ways in which they throw the die creates a dependency. Of course, it is very likely that those
differences, if we are able to detect them, are so minuscule that they can be ignored.

But there are many examples where those deviations are so large that we cannot work under the iid
assumption. This need not necessarily occur in a real world application. It can also be part of the
probabilistic models we create: Whenever we assume that we sample without replacement from a
finite population, the probabilistic makeup of the items remaining in that population changes with
every item we happen to pick for our sample.

Consider sampling at random from an urn that initially contains R red and N — R black balls. If X
is red, then there will be less of a probability of X being red, than if X; was black. Hence, the X
are neither independent, nor identically distributed.

However, those sample picks constitute a simple random sample according to Definition 8.3 (Simple
Random Sample) on p.186:

e Asample X = (X1,Xs,...,Xy) of size n from a population of size N > n is called a simple
random sample (SRS), if it is done without replacement and if each one of the potential
outcomes 7 = X (w) has equal chance of being selected.

If the sample size of an SRS is large, but small when compared to the size of the population, then
treating it as iid will result in insignificant domputational differences. 12 This observation is one of
the reasons that even the more restrictive definition of an SRS is of a generality we are not looking
for in this chapter. We follow [5] Hogg, McKean, Craig: Introduction to Mathematical Statistics.

A typical statistical problem can be described as follows: We have a random variable Y that we
know about, but we do not know its distribution, given by its CDF Fy (y).

Our insufficient knowledge of Y can manifest itself in two different ways:

(I)  We know the type of distribution, but not all of its parameters. For example, we may know
that Y is normal with 02 = 3.65, but its mean p is unknown.

(I) We do not even know the type of distribution: Does Y follow a Poisson distribution or is it
normal or exponential or .....7

We deal in this section with problem (I). [

Example 13.4. Some more problem (I) examples are the following;:

(@) Y ~ binom(64, p), with unknown success probability p. We write py (y; p) for the PMF.
(b) Y ~ A (u,0?), where both i and % are unknown. We write fy (y; i, o) for the PDF.
(0 Y ~ expon(s), with unknown 3. We write fy (y; ) for the PDF.

(d) Y ~ gamma(a, 3), with unknown «. We write fy (y; «) for the PDE. [

Remark 13.3. The examples just given suggest now to handle the general case. Since the random
variable Y is given and we know its distribution except for one or several parameters, we know its
PMF py (y) in the discrete case or PDF fy (y) in the continuous case. It is customary to write 6 or

Interpret X as the jth pick from the population of all rolls of that die.
%We mentioned this in Remark 8.2 on p.185.
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g for the unknown parameter or parameters of the distribution and to write © for the parameter
space, i.e., the set of all parameters we consider for the problem. 129
Thus, in Example 13.4(a), © = [0, 1]. In Example 13.4(b), © =] — o0, 00[x [0, o0
Problem (I) can now be formulated as follows:
e Given is a random variable Y of which we know its distribution except for one or several
parameters.
1 We know the PMF py (y; 0) if Y is discrete. 1 We know the PDF fy-(y; 6) if Y is continuous.
e Whatis a good, possibly optimal, procedure for the estimation of ¢ from the sample that we
have drawn or intend to draw from the population?

It seems obvious enough that this estimate must be a (deterministic) function

0 =T = Tyi,...,yn) = T(Y (W) = T(Vi(w), ..., Yn(w)).

of the potential outcomes (realizations) of the sample. [

We had stated in the introduction that only iid samples are considered in this section.

Definition 13.2 (Random samples from a distribution).

Let Y be a random variable on a probability space (£2, P). Let n € N. We call a vector
Y = (Yl, e Yn) a random sampling action of size n on (or from) the distribution of Y, if
e the random variables Y7, .. .,Y,, are iid with distribution Py .

The following are alternate names for this kind of sampling action:

e random sampling action of size n on (or from) ¥
e “random sampling action” can be shortened to “random sample”
e random sample also refers to a realization 4 = Y (w) of a random sampling action.

Note that the last two bulleted items are consistent with earlier definitions of sampling where we
also use “sample” both for a sampling action and a realization of such an action. O

That definition allows us to restate the essence of Remark 13.3 as follows: We expect a procedure to
estimate the parameter 6 of a PMF py (y; 6) or PDF fy (y; 0) to be a random variable w T(?(w)).

There is a special name for transforms i — 7'() of a random sample on Y.

Definition 13.3 (Statistic ).

1297t is unfortunate that this standard notation for parameters to be estimated is at odds with the other standard which
uses the CAPS version of a letter to denote a random item and the corresponding small letter to denote an outcome of
this random element. (For example, y = Y (w)).
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Let Y be a random variable on a probability space (2, P) and Y = (Yi,...,Y;) a random
sampling action on Y. Let
T:R"—R; g T(Y)

be some function that can be applied to the sampling action Y. We call the random variable
w T(f}(w))

a statistic of that sampling action. We call the distribution of that random variable,

(13.14) B P, o(B) = P{T(Y)€(B)} = PlweQ:T(Y(w)) € B}

its sampling distribution. Once the sampling action has been performed and the corre-

—

sponding realization i = Y (w) has been obtained, we call ¢t = T(}_}(w)) the realization of
the statistic. O

Theorem 13.6.

Let Y be a random variable on a probability space (0, P) and Y = (Y1,...,Yy) a random sampling
actionon Y. Let T1,T5, ..., Ty : R™ — R be statistics for that sample action. Let

T* : R¥ — R; (t1, .o tg) = T (1, ..o tg) .
Then, setting t=(t1,...,t) and T = (Ty,...,Ty), the composition
T*oToY : ww TH(T[Y(w)]) = T(T1[Y W)],..., Tk[Y(w)])

also is a statistic of Y .

PROOF:

Left as an exercise which is very easy for the student who has had exposure to functions R* — R*
with dimensions n and/or k that can exceed the value 3. W

The last theorem can be stated succinctly and without mathematical symbols as follows:

A function of a function of the data is a function of the data.

Here is an example of a statistic which is so important that it deserves its own definition. It also is
used to illustrate Theorem 13.6.

Definition 13.4 (Sample variance).

LetY = (Yl, e Yn) be a random sample action on a random variable Y".
The sample variance is defined as the random variable

1

n—1

Y (W) - Pw).

1

We further call w — S(w) := /S?(w) the The sample standard deviation.
We will often write s? and s for the realizations S?(w) and S(w) that result from creating the
sample.

(13.15) w i S%(w) =
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We write S, S2,s,,s2 for S,52 5,5, if we want to keep track of the sample size. That will be
the case, e.g., if we consider the sample variance of the first n picks of a sample of infinite size. [J

Example 13.5. For the following examples assume that ¥ = (v1,.
random variable Y.

(@) In Example 11.5 (Variance of the sample mean) on p.267, we considered the sample mean

..,Y,) is a random sample on a

_ n _ 5 n
wr Y(w) = 13 Yj(w).Y is a statistic: The transformis T(Y) = 2 > V;.
j=1 j=1
We also mentioned that this statistic is an obvious choice for estimating the parameter y =
E1Y] of the underlying random variable Y.
(b) Sample variance S? and sample standard deviation S which were defined above are statis-

tics. This can be shown with the help of Theorem 13.6 on p.333 as follows. Let

tr =Ti()) = y1 t2 = To() =y2,-- - tn = Tu(y) = Yns tnsr = Tna (%) = 4.
. IR 2
T (tl, e ;tn7tn+1) - m Zl (t] - tn+1)
‘7:
Then S = T*(T1(Y), ..., Tu(Y)), Tnt1(Y)). By Theorem 13.6, S? is a statistic for Y. We ap-
ply this theorem again to the function 7** : t* — /t* and obtain that the standard deviation
S is a statistic, since S = T**(S?).

(c) The jth order statistic, Y(;) is indeed a statistic, since knowledge of all values of a list

Y1, ..., Yn of real numbers uniquely determines which one is the jth largest value in that
list.
(d) Thesamplerange, R = Y{,) — Y(;), isa statistic, since itis a function (the difference) of

the two statistics Y(,,) and Y(;). U

Example 13.6 (WMS Ch.07.1, Example 7.1). Example 7.1 of the WMS text discusses in quite big de-

tail the sampling distribution of the statistic Y for a sample of three independent rolls of a balanced
die. You are strongly encouraged to study it. O

Theorem 13.7 (WMS Ch.07.2, Theorem 7.1).

Let Y1,Ys, ..., Y, bearandom sample of size n from a normal distribution with mean p and variance

o2, i.e., we sample on a random variable Y ~ A (u, o%). Then the sample mean 'Y follows a normal
distribution with mean y and variance o /n.

PROQF: That is an immediate consequence of Theorem 12.5 (Linear combinations of uncorrelated
normal variables are normal) on p.317. W

Theorem 13.8 (WMS Ch.07.2, Theorem 7.2).
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Let Y = (Y,...,Yy) be a random sample on' Y ~ A (u,02). Let Z; = (Y; — p)/o for j =
1,2,...,n. Then Z = (Zl, .. .,Zn) is a random sample on a standard normal variable. (In
particular, the Z; are iid.) Further,

n n Y. — 2
(13.16) Sz =Y (fa“>
j=1

J=1

follows a x? distribution with n degrees of freedom.

PROOQF: It follows from Theorem 12.5 (Linear combinations of uncorrelated normal variables are
normal) on p.317 that the linear combination Z; = (Y; — u/0) is standard normal. It follows from
Theorem 12.4 (MGF of a sum of functions of independent variables) on p.317 that the Z; are iid. It

follows from Theorem 12.6 on p.320 that Y~ Z? ~ x?(df=n). W
j=1

The following is Example Example 6.13 of the WMS text.

Proposition 13.1. || %

Let Y1 and Y5 be independent standard normal random variables. Then Yi + Y, and Y, — Y5 are
independent and normally distributed, both with mean 0 and variance 2.

PROOQOF: See WMS Ch.06.6, Example 6.13. W

Theorem 13.9 (Independence of sample mean and sample variance in normal populations).

LetY = (Yi,...,Yy) bearandom sampleon’Y ~ N (u,02). Let Z; = (Y;—p) /o forj =1,...,n.
Then, 7 = (Z1,...,%Zy) is a random sample on a standard normal variable. Moreover,

(n—1

)S? IS 512 2
() = 52 (-7 ~ X =n-1)
j=1

o2

(b) Y and S? are independent random variables.

PROOF: || See the proof of WMS Ch.07.2, Theorem 7.3 for the case n =2. W

e The sample mean Y was a natural choice to estimate the mean y = E[Y] of a random
variable X.

e It seems just as natural to use the sample variance S? to estimate 02 = Var[Y]. We will see
that, if Y follows a normal distribution, this choice turns out to be mathematically sound.

The t distribution which we define next is a means towards that end.

Definition 13.5 (Student’s t—distribution 0 ).

'Named after the English statistician William S. Gosset (1876 — 1937). Georg Ferdinand Ludwig Philipp Cantor
(1845 — 1918), Gosset was Head Brewer of the Guinness Brewery in Dublin, Ireland and published his papers under
the pseudonym "Student".

335 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

Let Z and W be independent random variables such that Z is standard normal andW is x>
with v df. Let

(13.17) - _Z

VW/v

Then we refer to the distribution Pr of T as a t-distribution or Student’s t—distribution
with v df. We also write thatas T ~ t(v) or T' ~ t(df =v). O

Remark 13.4.

e One can prove that E[T] = 0 forany v, and Var[T] = Y forv>2.

v—2

The density of the t—distribution looks very similar to that of a normal density. Both have a sym-
metrical, bell shaped graph. But note the following;:

e Since it does not depend on v, E[T] = 0 is not a parameter of the ¢t—distribution.

. 14 . . .
e Since 5 > 1, the tails are fatter than those of a A47(0, 1) variable. See Figure 13.1. [
V J—
0.40————— — 0.40———— — 0.40
0.35 0.35 0.35
0.30 0.30 0.30
0.25 0.25 0.25
£0.20 £0.20 £0.20
0.15 0.15 015
0.10 0.10 0.10
0.05 0.05 0.05
TS a8 1 2 24 ™R T A0 1 2 B8 S -rt0 2 8% o
x x x
1 degree of freedom 2 degrees of freedom 3 degrees of freedom
0.40 0.40 0.40
0.35 0.35 0.35
0.30 0.30 0.30
0.25 0.25 0.25
020 020 Zoz20
0.15 0.15 015
0.10 0.10 0.10
0.05 >/ . 0.05 0.05
S 5T 0 1 2 3 4| OO SS 5T 0 1 2 3 af YN SSST T 1z 3 4
x x
X
5 degrees of freedom 10 degrees of freedom 30 degrees of freedom

13.1 (Figure). densities of the standard normal and ¢ distribution. Source: Wikipedia.

Remark 13.5. The following looks somewhat strange. Assume that Z; and Z, are independent
and standard normal. Since Z3 ~ x2(df = 1) and |Zs2| = /Z2, the random variable Z;/|Zs|
follows a t(df = 1) distribution! O
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Theorem 13.10.

Let Y ~ A (u,0%) and Y = (Y1,...,Y,) be a random sample on Y. Let

Y —u
(13.18) T o= ST
Then T follows a t—distribution with (n — 1) df.
PROOF: Let
Y-y  (n-1)5?
(A) Z = o/ and W .= 2

We have seen that Z ~ A(0,1) and W ~ x?(df =n — 1). Since Y and S? are independent by The-
orem 13.9 on p.335, Z as a function of Y only and W as a function of S? only also are independent.
Now,

wiy Y —p _ (Y —pu)/lo/yn) @ Z

' Sivn — 8/ynf(e/n)  S/o
A
T (Ve Ve 1) (VSTVAR)
= Z @A) A _ VA |
\/[(”—1)52]/02/\/m VW/ivVn—1  /W/n-1)
By definition, of the ¢—distribution, L ~tdf =n—1). ®
W/(n—1)

Example 13.7 (WMS Ch.07.2, Example 7.6). Example 7.6 of the WMS text discusses a practical ex-
ample of the Student’s t—distribution that discusses how to estimate the unknown variance of a
normal random variable from a sample. You are strongly encouraged to study it. O

The next and last distribution tied to random sampling on a normal variable that we give in this
section allows us to compare the variances of two random samples on normal random variables that
represent two independent populations. This is used in the so called analysis of variance (ANOVA)
to decide whether the means of several independent normal populations all coincide or whether at
least two of them are different.

Definition 13.6 (F—distribution).

Given are two independent random variables W; ~ 2(df = v1) and Wy ~ x2(df = ).
with v and v, df, respectively. Then we say that

Wl/ 141

WQ / 120}

follows an F distribution with ; numerator degrees of freedom and v denominator
degrees of freedom. [J

F:
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Remark 13.6. |[ % | One can show that

7

1/2—2

202 (11 + 19 — 2)
vi(vg — 2)%(vy — 4)

o >4 = Var[F| = O

Theorem 13.11.
Consider two random samples of sizes ny and ny from two independent populations,
on random variables Y1 ~ A (u1,03) and Yo ~ N (2, 05) with sample variances S7 and S2. Let

S?/o?
13.19 F .= 2L L
i 53/o%

Then F follows an F distribution with (ny — 1) numerator df and (ng — 1) denominator df.

PROOF: Let ) N
-1 -1
W, = (n1 S )51 Wy = (n2 )52.

2
01 03

Since the random samples are independent, so are their sample variances S7 and S5, and so are the
transforms Wi of S? and W5 of S3. By Theorem 13.9 (Independence of sample mean and sample
variance in normal populations) on p.335,

Wl ~ XQ(df:nl_l), and W2 ~ XQ(df:nQ_l)
According to Definition 13.6 of an F distribution,

Wijri _ [(m—1)SY/ot] /(m —1) _ S}/of
Wafva  [(n2—1)S5/03] [ (ng —1) 83 /a3

follows an F' distribution with (n; — 1) numerator df and (ny — 1) denominator df. W

Example 13.8 (WMS Ch.07.2, Example 7.7). Example 7.6 of the WMS text discusses another practical
example of the Student’s F' distribution. You are strongly encouraged to study it. [J

13.4 The Central Limit Theorem

Introduction 13.3. In section13.3 (Sampling Distributions) we were able to determine the sampling

distributions of some very important statistics that can be computed from the realization of a ran-

dom sample Y on some random variable Y. But there was very restrictive assumption on that

underlying random variable

e Y had to follow a normal distribution.

n
Y,

=1

S=

We will find a solution for determining the sampling distribution of the sample mean, Y =

J
even if Y is not normal.

338 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes Student edition with proofs

e [tis an asymptotic solution, i.e., its comes in form of a U = h_)m U,, theorem.
n 0

e Here, U, is a statistic T, o )7, which we can compute from (the realization of) Y and
— n —
Y, = % > Y}, a very natural approximation of Y, can also be computed from U,
j=1
e n denotes the sample size. Thus, the sample must be sufficiently large to allow us to ignore
the discrepancy between U,, and U.

We have learned that there are four different kinds of limits which occur in connection with a se-
quence of random variables. We will discuss in this chapter the central limit theorem. It allows us
to show the existence of the least desirable of those four limits, the limit in distribution. But that is
not as bad as it sounds for the following reason.
e For large enough n, the CDF of U, is close to that of U. Since the CDF determines the
probabilities of all important events B, we can approximate P{U,, € B} ~ P{U € B}, O

We will state and prove the limit theorem which was mentioned in the introduction above, after

the following important theorem that relates convergence in distribution, Y, 2y, to (pointwise)
convergence, my, (t) — my (t) of the associated MGFs.

Theorem 13.12 (Lévy—Cramér continuity theorem). || %

Let Y1,Ys,...) be a sequence of random variables (iid is not assumed) with associated CDFs
Fyl,Fyz, BN ) and MGFs my, (t), myz(t), o )
Let Y be a random variable with associated CDF Fy and MGF my (t). Then,

(13.20) [my, (t) = my(t)asn — oo, forallteR]
| = [Fr,(y) — Fy(y) asn = oo, forall y where Fy (- is continuous.

PROOF: Outside the scope of this course. W

Theorem 13.13 (Central Limit Theorem).

Central Limit Theorem:
Let Y = (Y1,Ys,...,Y},) be a vector of iid random variables with common expectation E[Y;] = p
and finite variance Var[Y;] = o> Let Z be a standard normal variable and

Y, — nu _
U ,:alj _ Yu—up
" o-\/n //n’

Then, U,, converges to Z in distribution as n — oo. In other words,

n

_ 1 &
wheren e N, Y, = nzlYZ
1=

w 1 2
lim P{U, <u} = P{Z<u)} = et orall u.
JIm PU <} = PZ<uw = [ —— for all u

PROOQOF:
(1) LetY, :=Y, — pu TheY, areiid, with E[Y}]

=0, Var[f/j] =02 and MGF m(t) := mg (t).
By Corollary 12.1 on p.317, mg, ¢ (t) = [m(t)]". Thus.

Yn
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(3) According to Theorem 13.12 (Lévy—Cramér continuity theorem), it suffices to show that
li_)rn my, (t) = mz(t) = e’/2 .
n—oo

Equivalently, since x — e” is continuous, it suffices to show that

. t2
4) Jim Iy, (1) =3
t 2
= = T
5B) Let h p— Then n 272 hus, by (2),
t? Inm(h)
o (1) = mm(h) = s ) = 7 (25
Thus,
t2 Inm(h)
(6) nhngo In my, (t) = pes }IHO P

Since m(0) = € = 1, the right-hand limit is of the form 0/0. We use L'Hopital’s rule 13! twice in a
row and obtain, since m(t) = my (t) and hence, m”(0) = E[Y?],

lim nm(h) _ lim [l/m(h)] m'(h) = lim m'(h)
h=0  hZ A0 2h 50 2hm(h)
" ~
(7) = lim m”(h) _ om0 _ my, () _ B
h—0 2m(h) + 2hm’(h) 2m(0) +0 2 9
® Since ¥, =¥, — jrand hence, E[V] = E[(Y;, — 1)*) = Var[V;] = o, () implies
. Inm(h) 02
e T g
2 g2 2

Thus, by (6), nh_)Igo In my, (t) = =5 = 3

We have shown (4) and this finishes the proof. W

Remark 13.7. In statistical applications the CLT often is employed as follows: Carefully designed
statistical techniques have resulted in the estimate u = 1 for p, the unknown mean of the popu-
lation of interest. But this has been quite some time ago. Today there is reason to believe that this
value is now outdated and one wants to obtain supporting evidence for that claim.

o  We make p1 = g our working hypothesis.
fl) _ . (@)

34n the form lim -2 = lim
z—0 g(m) z—0 g’(x)
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e AnSRSY of size n is taken and cy = Y /_\/'uf is computed from the sample mean
o/\/n
realization § = ) y; which one obtains from the realization y = Y (w) of the sample.
j=1
o If Y(w)is close to pp, then P Yo > cg will be very small.
a/v/n
For example, assume that ¢y = 3, i.e., |j—po| = 3-(0)//n). Therv. w — Y (w) satisfies
_ _ VarlY] o? . o
EY] = E[Y] = p=pp and Var[Y] = = -, e, 7 = oy .
Thus, ¢y = 3 signifies that Y is three SDs away from its mean. According to the CLT, /;\/’%0 is
g
approximately standard normal and we can employ the the 68%-95%-99.7% rule for the normal

Yy —
distribution (the empirical rule). It tells us that the probability of /\//%0
g

being within the £3 SD

range is close to a huge 99.7%. But then we obtain a very small
Y — po

P{ o/

In other words, the probability that a Y belonging to a random sample like ours (with the same
sample size) is 3 SDs or more away from .

> Co} ~ 1 - 0997 = 0.003.

e So it was just the luck of the draw that let us obtain a sample that only has a chance of one
in 333 of being picked. Or is there another explanation?

How about this? ay = 0.05 was obtained contingent on the hypothesis that . still equals 1. Let us
change our point of view and assume that there was nothing unusual about our sample.

o We reject the hypothesis 1 = po, since the data obtained from the sample suggest that
Y — p| < |Y — po| and that necessitates u # pg.

e In the extreme, we could dispense with any effort to find a well founded estimate of .
Instead, we act as if our particular sample serves that purpose and replace jo with 1 := 3.

In the extreme, we could dispense with any effort to find a well founded estimate of j.. Instead, we
act as if our particular sample serves that purpose and replace jo with p; := y. But of course, that
generally is not a good idea and one should follow the established process to obtain a new estimate
of p. O

Remark 13.8. This is a continuation of the previous example.
e The procedure outlined there to decide whether or not to reject the hypothesis u = pg in-
Yy — Ho
a/vn
e However, knowledge of the population variance o2 = Var[Y;] of a sample pick Y; from that
population is the exception rather than the rule and o2 must be estimated from the sample.
The obvious way of doing so is use of the sample variance realization s? = S?(w).

volved the computation of the expression ¢y :=

e We have the following problem. The CLT asserts that, for large enough n, w +— Y(w/)\/—ﬁ,zm
o
Y —
is approximately standard normal. We used that fact to compute P { ‘ \/’%0 > co} and
o

we based the decision to reject or not reject the hypothesis i1 = po on that number.
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e But what happens if we replace o with S(w)? If the random variable w W also

is approximately standard normal for large n, then our problem is solved. [

To show that the CLT indeed remains in force if o2 is replaced by 52, we must collect some material.

Theorem 13.14 (Student t converges to normal distribution).

Let T1, T, . . .) be a sequence of random variables such that T; ~ t(df = j). Then T; converges in
distribution to a standard normal variable.

PROOF: Omitted. 132 Note though that the graphs of the +~PDFs shown in Remark 13.4 on p.336
visually support the assertion of this theorem.

o0
Lemma 13.1. |[%| Lety:= (y1,...,yn) € R",(n € N),and y := ) y; the arithmetic mean of . Then,
j=1
n n n
(a) -0 =D -9+ > [F-0),
j=1 j=1 j=1

n

(b) iy minimizes the expression . (y; — c)?, where c € R):

j=1
n n

Y lyi—o? >

Jj=1 J

(yj —9)* forallc €R,
1

PROOQF: To show (a), we observe that

DWi-0N@—0c) =9y yi+y-cy 1—cy y—§-7y 1
(13.21) = j=1 j=1 j=1 j=1
=5(ng) + (e — c¢(ng) — F*)n = 0
Hence,
-0 =) (y—7+7-0)?
j=1 j=1
= W-9"+2> W-0D@—c) + > F-0?
j=1 j=1 j=1
EVN -0+ Yo
j=1 j=1

This proves (a). Clearly, the last expression is minimal when the right-hand summation term van-
ishes, i.e., when y = c. This proves (b). W

132 A proof can be found at this StackExchange link.
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Corollary 13.1. || %

1
n—1

i (v, 17)2 of any sampleY := (Y1,...,Yy), (n € N), satisfies
=1

The sample variance S* = =
J
(n—1)8% = ZYZ —nY?2.

PROQF: We apply formula (a) of Lemma 13.1 with ¢ = 0 and obtain

n

iyf => V-V + f:fv?. = f:(yj—?)? +n-Y2,
Jj=1

j=1 j=1 j=1
Thus,
n n
(n—1)S* =) (V;-Y)? = > ¥V} —nV>. ®
j=1 i=1

Theorem 13.15 (Sample variance converges to population variance).

Let Y := (Yi,...,Y,) € R" (n € N), be a random sample from the distribution of a random
variable Y with finite variance 0% < oo.

. 1 > . ”
Then the sample variance S2 = ] E (Y; — Y)2 converges a.s (hence, also in probability
n—

n

and in distribution) to o2.

—1 _ _ 1 n
PROOF: [[#1| Let U, := “—=52 and ¥, := ¥ = = 3 ¥;. By Corollary 13.1,
n n j=1
1 . 2 2
(4) Un =5 LY - ¥
J:

Since the sample picks Y are iid, so are their squares. Note that
E[YJQ} = Var[Y;] + (E[YJ])2 = o242

We apply the Strong Law of Large Numbers to the iid sequences Yj2 and Y; and obtain

n—o0

1 « _
(B) a.s.—nlgrgoﬁznz = o+ 42, as— lim Y, = u.
j=1

Next, we apply Theorem 13.3 (Convergence is maintained under continuous transformations) on
p-326 to the continuous function = — z2. It follows from a.s.— lim Y, = p obtained in (B), that
n—oo

(O as— lim Y2 = p%.

n—oo
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It now follows from the definition of U,, and from (A) and (B) and (C), that

-1
as— lim S? =a.s— lim n S2 = as~ lim U, = (oc*+p?) — p? = o°.
n—oo n—oo n n—oo

It follows from Theorem 13.1 (Relationship between the modes of convergence) on p.325 that con-
vergence S2 — o also takes place in probability and in distribution. W

Y —
We now are able to provide a version of the CLT which allows us to work with w Yiw) = o
_ S(w)/v/n
. Y (w) — po . .
instead of w — TN and solves the issue brought up in Remark 13.8 on p.341.
o/v/n

Theorem 13.16 (CLT — Sample variance version).

Let Y = (Y1,Ya,...,Y,) be a vector of iid random variables with common expectation ElY;] = p

and finite variance V ar[Y;] = 2. Let Z be a standard normal variable. For n € N, let

%= 13w, 2= LS M-T)? S = VE, Wy = Lo f
n - ni:1 IR n - n_]',i:l i nj) n - P n - Sn/\/ﬁ
(Thus, Y,, and S,, are sample mean and sample standard deviation of the RSA'Y).
Then Wy, converges to Z in distribution as n — oo.

Y, —
PROOF: [[%1] B Let U, := ay
o//n

According to the standard version of the CLT (Theorem 13.13 on p.339) U, L, Zand, according

to Theorem 13.15 (Sample variance converges to population variance) on p.343, S2 D, 52

By Theorem 13.3 (Convergence is maintained under continuous transformations) on p.326,
o U, L. sz and Sn = /52 D Ve2 =0,

Since the limit o of S, is constant, we can apply Slutsky’s theorem (Theorem 13.2 on p.326) and

obtain U v
w, = 22n B9y m
S o

Remark 13.9. Note that it follows from Theorem 13.10 on p.337 that, in the special case that the
sample picks Y; are A (p1, 0?),

Yn —H
Sn/v/n

For that reason, one would rather approximate W,, with a ¢(df = n — 1) distribution than a standard
normal distribution, if the following was true:

W, =

~ t(df=n—1).

(1) The population is known to approximately follow a normal distribution.
(2) The sample size is rather small (rule of thumb: n < 40. For such small n, the distri-
bution of W,, may be too far away from .#°(0, 1), the limit for n — co. O

13 Adapted from stats stackexchange link.
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Example 13.9 (WMS Ch.07.3, Example 7.8). ACME Corp. produces X-widgets. When the machines
work properly, their weight, in pounds, has a mean of 38 and a variance of 49.
(@) A random sample of n = 144 X-widgets was taken yesterday. It had a mean weight of 40
pounds. Does this sample provide sufficient evidence that the manufacturing process is off

and the machines need to be recalibrated?
(b) What would be the situation if n = 100, § = 39.4, © = 38 and ¢? = 121?

Solution for (a):

Let Y denote the mean of a random sample of n = 144 X-widgets from a population with y = 38
and o2 = 49. According to the CLT (Theorem 13.13 on p.339),

g Yop _ Y38
oo/yn T/12

is approximately A47(0, 1). Thus, if Z denotes a standard normal random variable,

. 40 — 38 212 212
P{Y >40} = PJU > ———— ¢ = P{U > ~——~ ¢ =~ P{Z>~--¢ ~ 0.0003.
U AU S R G

Because this probability is so small, it is unlikely that the sampled X-widgets constitute a random
sample from machinery that produces them with y = 38 and 02 = 49. The evidence suggests that
the machinery needs to be recalibrated.

Solution for (b):
On the other hand, if n = 100, 7 = 39.4, u = 38 and ¢? = 121, then

Y — 38
10/11

and

- 39.4 — 38
PlY 2394} = P >
¥y 2394} {U—- 10/11
This means that more than one in ten random samples of size n = 100 from a population with
p = 38 and o = 49 possess a sample mean above 39.4. That is too big a chance to ignore and one

would probably not spend a lot of time and money on adjusting the machines.

} ~ P{Z>1.273} ~ 0.1016.
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Tails for N(01) Ib= rb=3.429 Tails for N(01) Ib= rb=1.273

Pl <z, )=09957

0.3
0.3

P(Y <z, ) £0.8984

My y-axis
0.2
My y-axis
0.2

01
0.1

Y=z, )=3e-04
N

0.0
1

3 2 1 0 1 2 3 3 2 1 0 1 2 3
My x-axis My x-axis
13.2 (Figure). (a) No area in the right tail. 13.3 (Figure). (b) right tail area > 10%.

Because this probability is so small, it is unlikely that the sampled X-widgets constitute a random
sample from machinery that produces them with p = 38 and 0% = 49. The evidence suggests that
the machinery needs to be recalibrated.

This example illustrates the use of probability in the process of testing hypotheses, a common tech-
nique of statistical inference. [J

Example 13.10 (WMS Ch.07.3, Example 7.9). The average life time of an A-widget is documented
as u = 4500 hours, with a standard deviation of o = 1500 hours.

A random sample of n = 81 A-widgets has been taken and their life times ¥ = y1,...,Y), have
an average of Y = 4250 hours. Does this deviation of 250 hours from p indicate that y = 4500 is
outdated and the formal process to determine should be set in motion?

Solution:
round( pnorm (4250, mean=4500, sd=1500/9), 4)
## [1] 0.0668

round( pnorm( (4250 - 4500) *9/1500, mean=0, sd=1), 4)
## [1] 0.0668

We do the same steps as in Example 13.9. Because n is rather large,

_— Y—p Y —4500
" o/yn 1500/9

is approximately A47(0, 1). Thus, if Z denotes a standard normal random variable,

4250 — 4500} ~ P { 4250 — 4500}

7 <

~ 0.0668.
= 1500/9

13.22 P{Y <42 =P <
(1322) {Y = 4250} {U —  1500/9
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The probability of obtaining a random sample of 81 A-widgets with a sample mean no higher than
4250 hours under the assumption that the population mean equals 4500, is approximately 0.0668.
There is no clear—cut answer for a P-value of this size, even though it is larger than the generally
accepted reject/don’t reject threshold of 0.05. O

Remark 13.10. When we computed the probabilities of interest in Examples 13.9 and 13.10, we did
so by replacing the random variable Y which possesses expectation p and variance o//n, with the
random variable (Y — 11)/(0/+/n) which possesses expectation 0 and variance 1.

Was that necessary? Since (Y — 11)/(0/+/n) and a standard normal random variable Z have approx-
imately the same distribution, the random variables

:(U\F)< /\f)—ku and W := (g\/ﬁ)Z+M

also have approximately the same distribution. It follows from Theorem 12.5 (Linear combinations
of uncorrelated normal variables are normal) on p.317 that W ~ A (u, o2/ n) 134

One sees that, e.g., (13.22) could have been expressed as follows:
(13.23) P{Y <4250} ~ P{W < 4250} .

Most statistical software can directly compute probabilities associated with a A (p1, 0%) distribution
for arbitrary ;1 an o2 For example, the R language handles (13.22) this way:

round( pnorm (4250, mean=4500, sd=1500/9), 4)
## [1] 0.0668

and (13.23) as follows:

round( pnorm( (4250 - 4500) *9/1500, mean=0, sd=1), 4)
## [1] 0.0668

Here is an explanation of those calls: pnorm(z, mean = pu,sd = 0?) computes P{X < z}, fora
A (11, 0*)—distributed random variable X. Invoking round(a, 4) rounds a to 4 decimals. [

Example 13.11 (WMS Ch.07.4, Example 7.10). Example 7.10 of the WMS text also discusses an ap-
plication of the CLT The approximation of a binomial distribution with a normal distribution. You
are strongly encouraged to study it. [

Example 13.12 (WMS Ch.07.4, Example 7.11). Example 7.11 of the WMS text also discusses the so
called continuity correction that should be done whe one approximates a binomial distribution
with a normal distribution. You are strongly encouraged to study that example. [

3 Considering that ! and Z have approximately the same distribution and that multiplication by (o /+/n) fol-

/\f

lowed by addition of y transforms those random variables into ¥ and W, it should not be a surprise that ¥ and W share
the same expectation and variance.
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14 Sample Problems for Exams

14.1 Practice Midterm 1 for Math 447 - Chris Haines

Here are some commented excerpts of a practice exam for the first midterm. It was written by Prof.
Christopher Haines and forwarded to me by Prof. Adam Weisblat, both at Binghamton University
(October 2023).

Exercise 14.1. | Practice Midterm 1 (C. Haines) — # 01 |
SKIPPED [

Answer: N/JA R

Exercise 14.2. | Practice Midterm 1 (C. Haines) — # 02 |

The Lakers and Heat are playing in the NBA Finals. The series is a best-of-seven (first team to win
four games clinches the series). The Lakers will win each game with probability 3/4.
(@) Given that the Heat won game one, what is the probability the Lakers go on to win the
series?
(b) Given that the Heat win at least two games in the series, what is the probability the Lakers
go on to win the series?

O

Solution:

We denote a sequence of games as ¥ = (x1,22,...,2,), Where n < 7 and z; = H if the Heat
win game j and z; = L if the Lakers win game j. Note that n < 7 is possible, for example, if
Z=(H,H,H, H). (The series is finished.)

Solution to (a):
o Let A := { The Lakers win the series }
e Let B := { The Heat win game #1}
) O
Assume that 7 € AN B. Then 21 = H and
e either 29 = 23 = 4 = x5 = L = one choice

e oroneof z9,...,x4 is H and the other three and 5 are L = (‘11) = 4 choices
e ortwoof zs,..., x5 are H and the other three and z¢ are L = (3) = 10 choices
¢ Thus PAND) = 1 () a7 () 5 10- (1) 6

We obtain P(A| B)=P(ANB)/P(B) =1701/2048. A

Solution to (b): Note that my solution differs from that given in the original (see course materials
page!)

Let A := { The Lakers win the series },

B := { The Heat win at least 2 games },

By := { The Heat win precisely 2 games }.

Bs := { The Heat win precisely 3 games },

Then ANB = AN (Bg W B3) (Heat cannot win more than 3 if Lakers win the series).
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To compute P(AN B) = P(AN By) + P(Bs N Bs), we note that

o ceither7€ AN DBy & exactlytwoofzy,...,z5are Hand 2z = L = (g) =10 choices
e orie AN Bs,ie, exactly3ofzi,...,z5are Handar = L = (§) = %54 = 20 choices

o Thus, P(ANB) = 10- (1) ()" + 20 () ()

Next, we compute P(BY).
e Let By := { The Heat win precisely 0 games }. Then# € By < x1 =x3 =23 =24 = L
= 1 choice
e Let By := { The Heat win precisely 1 game }. Then # € B; < exactly one of z1,...,x4is

Hand 25 = L. = 4 choices
e Further, P(BY) = P(By)+ P(B)) = (3)'+4-1(3)" = 2(3)".

Thus,

(3. (3)! S(1)3 . (3)*
P(A|B) = fEAP?;)) _ 10-(3) (f) +20- (1) (1) g
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15 Other Appendices

15.1 Greek Letters

The following section lists all greek letters that are commonly used in mathematical texts. You do
not see the entire alphabet here because there are some letters (especially upper case) which look
just like our latin alphabet letters. For example: A = Alpha B = Beta. On the other hand there
are some lower case letters, namely epsilon, theta, sigma and phi which come in two separate forms.
This is not a mistake in the following tables!

a alpha ¢ theta § xi ¢ phi
B beta ¥ theta T pi ¢ phi
v gamma L iota p rtho x chi
0 delta x kappa o tho Y psi
e epsilon »x  kappa o sigma w omega
e epsilon A lambda ¢ sigma
¢ zeta 4 mu T tau
n eta v nu v upsilon
I' Gamma A Lambda ¥ Sigma v Psi
A Delta = Xi T Upsilon 1 Omega
© Theta II Pi ¢ Phi

15.2 Notation

This appendix on notation has been provided because future additions to this document may use
notation which has not been covered in class. It only covers a small portion but provides brief
explanations for what is covered.

For a complete list check the list of symbols and the index at the end of this document.

Notation 15.1. a) If two subsets A and B of a space (2 are disjoint, i.e., AN B = (), then we often
write AW B rather than AU B or A 4+ B. The complement 2 \ A of A is denoted AL,

b) R~ or R* denotes the interval |0, +o0[, R>o or Ry denotes the interval [0, +o0],

¢) The set N = {1,2,3,---} of all natural numbers excludes the number zero. We write Ny or Z. or
Z>( for Nw {0}. Z>¢ is the B/G notation. It is very unusual but also very intuitive. O
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List of Symbols

A, | A—-nonincreasing set seq. , 36
A, T A -nondecreasing set seq. , 36
Fy (y) — CDF of random var. Y, 217
[a,b], ]a,b] —half-open intervals, 28
[a,b] —closed interval , 28

C}} —nbr of combinations , 172

P —permutation , 170

(") —nbr of combinations , 172

= —implication, 21

0 — empty set, 19

3! — exists unique , 27

J —exists , 27

V —forall, 27

P(Q),2¢ —power set , 24

+oo - =+ infinity, 28

inf(A) —infimun of A, 48

inf (z;), inf (2);¢;, 12 x; —families , 49

(
inf (), inf (z,),cns inﬁ x, —sequences , 49
ne

sup(A) —supremun of A, 48
sup (Zn), sup (2n),cN, SUP T, —sequences , 49
neN

|x| — absolute value , 30

la,blo —interval of rational #s , 29
la,b[z —interval of integers , 29
la,b[ —open interval, 28

z € X —element of a set, 18

x ¢ X —notan element of a set, 18
Z, |  —nonincreasing seq. , 36

zn, T —nondecreasing seq. , 36

Ab - complement of A , 22

No —nonnegative integers, 27

R* - positive real numbers, 27

R~ — positive real numbers, 27
R>o —nonnegative real numbers, 27
R.o —non-zero real numbers, 27
R; —nonnegative real numbers, 27
Z>o —nonnegative integers, 27

Z, —nonnegative integers, 27

(7;)ier — family, 38
22 P(Q) - power set , 24
- ngnk) — multinom. coeff. , 174

(%) —binomial coeff. , 174
1y, — kth moment , 208

i — kth central moment , 208, 230
1), — kth moment , 230

¢p —pth quantile , 221

p — correlation coeff. , 264

oy —standard dev, discr. r.v. , 165, 196
0% —variance, cont. r.v. , 229

0% —variance, discr. r.v. , 196
binom(n,p) , 198

0 — distribution parameter , 332

© - parameter space , 332
Cov[Y1,Ys] - covariance , 263
E(Y) —expected value, 165, 224

Elg(Y1) | Yo = y2] - conditional expectation ,

273
E[Y] - expected value, 190
m(t) - MGF, 209
R —sample range , 334
S, S, —sample standard deviation , 334
s, s, —sample standard deviation , 334
52,52 — sample variance , 334
s%,s2 —sample variance , 334
SD(Y) —standard dev, discr. r.v. , 196
SD[Y] - standard dev, discr. r.v. , 165
Var[Yy | Y2 = y2] — conditional variance , 274
Var[Y] —variance, 165
Var[Y] - variance, cont. r.v. , 229
Var[Y] —variance, discr. r.v. , 196
Y, 22 Y - almost sure limit, 323
Y, By —limit in distrib. , 323
Y, ™y - pointwise limit , 323
Y, 5 Y —limit in probab. , 323
I'(a)) — gamma function , 238
& —if and only if, 19
N, Np , 350
R*,R>0, 350
R4,R>0,350
R-o,R™, 350
R>0,R4, 350
Z,,7>9,350
B — Borel o—algebra of R, 114
B¢ — Borel o-algebra of R?, 114
p1 X p2 —product measure , 161
R —[~00,0], 28
IT — partition of n-dim rectangle , 68
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A (i, 0%) —normal with p, 02, 235

N (1,02, pa, 03, p) —bivariate normal , 295
1, - indicator function of 4 , 53

x11€11f4 f(z) —infimum of f, 49

inf4 f —infimum of f, 49
sup f(z) —supremum of f, 49
€A

sup, f —supremum of f, 49
sup (z;), sup (x;);c;, supz; —families , 49
iel

o{4/} —o-algebra generated by &/ , 114
T - vector , 51

suppt(f) —support of f, 99

|X| —size of a set, 25

B, B% —Borel sets , 85

§1 ® §2 — product o—algebra, 160
{} —empty set, 19

AN B - Aintersection B, 20
A\ B - Aminus B, 22

A C B —Donot use, 19

ACB - Aissubsetof B, 19

A C B — Aisstrict subset of B, 19

AAB - symmetric difference of A and B, 22

AW B —disjoint union , 13, 20

A® — complement , 350

B > A —Donot use, 19

B 2 A - Bis strict superset of A, 19
B(a,B) ,242

f:X =Y —function, 33

f(A) —direct image , 46

f~Y(B) -indirect image, preimage , 42
Jyi|v,(y1 | y2) —conditional PDF , 252
P(A | B) - conditional probab , 118, 251
(Q,F, 1n) — measure space , 148

(2,5, P) - probability space , 106
(S,#, P) —sample space , 106
x%(df=v) - chi-square with v df , 240
x?(v) - chi-square with v df , 240

— —maps to, 32

u(-) —measure , 148

IT — mesh of a partition , 68

o{4} — o—algebra generated by &/ , 113
Y« (-) —counting measure , 150
1, £ f .30

B(A) - Borel sets of A € R?, 149
AUB - Aunion B, 20

A D B — Aissuperset of B, 19

f| 4 —restriction of f, 35

f \/gvf Ng —max(f,g),min(f,g) ,30
Fyiv,(y1,12) —joint CDF , 247

P —measure, 106

Dy, v, (Y1, y2) —joint PMF , 248

xVy —max(z,y), 30

x Ay —min(z,y), 30

xzt,x” - positive, negative parts , 30

X1 x Xo--+- x X,, —cartesian product, 51
Yy - jth order statistic, 284

beta(c, 3) — beta with «, 3, 242
chi-square(v) — chi-square with v df , 240
expon(f3) — exponential with 5, 240
gamma(a, §) — gamma with «, 5, 238
geom(p) , 200

poisson()) , 206

uniform(fq, f3) — uniform distrib , 231

g.lb.(A) — greatest lower bound of A, 48
lL.u.b.(A) —least upper bound of A, 48
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Index

P Null event, 106

x%(v) (chi-square distribution), 240

1 Null set, 148

o—algebra, 102

Borel o—algebra, 114

o—algebra generated by a collection of sets, 114

o-algebra generated by a family of functions
(advanced def., 144

o—algebra generated by a family of random ele-
ments, 126

o—finite measure, 148

o—field, 102

0-1 encoded Bernoulli trial, 197

68%-95%-99.7% rule, 235

closed rectangle, 64

absolute value, 30

absolutely convergent series, 58
abstract integral, 155

abstract integral on a subset, 159
almost sure convergence, 323
almost sure limit, 323

argument, 33

assignment operator, 33
asymptotic solution, 339

Bayes formula, 181
Bernoulli sequence, 197
Bernoulli trial, 197
0-1 encoded, 197
failure probability, 197
success probability, 197
Bernoulli variable, 197
beta probability distribution, 242
beta(a, 3), 242
bijective, 34
binom(n, p) distribution, 198
binomial coefficients, 174
binomial distribution, 198
binomial theorem, 174
bivariate cumulative distribution function, 247
bivariate normal distribution, 295
bivariate probability mass function, 248
Borel o—algebra, 114

Borel function, 91

Borel measurable, 138

Borel measurable function, 91
Borel set, 85, 114

Borel sets of a subset of R?, 149
Borel, Emile, 85

bounded, 48

bounded above, 48

bounded below, 48

box (3 dimensional rectangle), 64

carrier, 106
carrier set, 106
cartesian product, 51
CDF, 217
conditional, 252
joint, 247
central moment of a random variable, 208
chi-square distribution, 240
chi-square with v df (chi-square distribution),
240
chi-square(v) (chi-square distribution), 240
closed interval, 28
codomain, 33
coefficient
binomial, 174
multinomial, 174
collection, 20
indexed, 20
combination, 172
combinatorics, 168
complement, 22
conditional CDF, 252
conditional distribution function, 252
conditional expectation, 273
conditional PDF, 252
conditional PMF, 251
conditional probability, 118
conditional probability density function, 252
conditional probability mass function, 251
conditional variance, 274
conditionally convergent series, 59
continuous random variable, 218
continuous unifurm probability distribution,
231, 258, 259
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convergence
almost surely, 323
in distribution, 323
in probability, 323
pointwise, 323
uniform, 322
convergence in distribution, 323
convergence in probability, 323
correction factor, 205
correlation
negative, 263, 264
positive, 263, 264
zero, 263, 264
correlation coefficient, 264
countable set, 37
countably infinite set, 37
counting measure, 150
covariance, 263
cumulative distribution function, 217
bivariate, 247
joint, 247

De Morgan’s Law, 24, 40
decreasing, 36
degrees of freedom, 240
chi-square distribution, 240
denominator, 337
numerator, 337
denominator degrees of freedom, 337
density function
marginal, 250
determinant
Jacobian, 312
deterministic sample, 185
deterministic sampling, 184
df = degrees of freedom, 240
direct image, 46
discrete measure, 148
discrete measure space, 148
discrete probability space, 110
discrete random variable, 124
discrete random vector, 124
disjoint, 20
distribution, 124, 154
binomial, 198
marginal, 250
multinomial, 280

parameter, 332
uniform, 231, 258, 259
distribution function, 217
conditional, 252
joint, 247
domain, 33
dominated convergence theorem, 95
Lebesgue integral, 95
dummy variable (setbuilder), 19

element of a set, 18
empirical probability, 7
empirical rule, 235
empty set, 19
equiprobability, 11, 109
estimator, 268

unbiased, 268
event, 7, 14

independence, 120, 121

mutually exclusive, 106
event (precise definition), 106
events generated by random elements, 253
exclusive events, 106
expectation

conditional, 273
expectation - abstract integral, 165
expectation - continuous r.v., 224
expectation - discrete r.v., 190
expected value - abstract integral, 165
expected value - continuous r.v., 224
expected value - discrete r.v., 190
experiment

multinomial, 280
expon(f3) (exponential distribution), 240
exponential distribution, 240
extended real numbers, 28
extension of a function, 35

F distribution, 337
tailure probability, 197
family, 38

supremum, 49
finite measure, 148
finite sequence, 35
first quartile, 221
Fubini, Guido, 83
function, 33
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p—integrable, 156

argument, 33

assignment operator, 33

Borel measurable, 91

codomain, 33

domain, 33

extension, 35

function value, 33

infimum, 49

inverse, 34

Lebesgue integrable, 91

linear, 265

maps to operator, 33

measurable, 138

range, 33

restriction, 35

simple, 138

simple (preliminary), 87

support, 99

supremum, 49

symmetric, 301

symmetrical, 301
function value, 33

gamma distribution, 238
gamma function, 238
gamma(a, 3), 238

geom(p) distribution, 200
geometric distribution, 200
graph, 33

greatest lower bound, 48
greek letters, 350

half closed rectangle, 64
half open rectangle, 64
half-open interval, 28
histogram
left skewed, 237
right skewed, 237

hypergeometric distribution, 204

identity, 129

identity function, 129

iid family, 136

iid sequence, 136

ILMD method, 162

image measure, 154

improper Riemann integral, 75

increasing, 36
independence
random elements, 131, 145-147
independent and identically distributed, 136
independent events, 120, 121
index set, 38
indexed collection, 20
indexed family, 38
indicator function, 53
induced measure, 154
infimum, 48
infimum of a family, 49
infimum of a sequence, 49
infinite sequence, 35
injective, 34
integer, 27
integrable function (w.r.t. p), 156
integrable function w.r.t. ;2 on a subset, 159
integral, 155
abstract integral, 155
Lebesgue integral, 88, 90
integral w.r.t. u, 155
interval, 64
closed, 28
half-open, 28
open, 28
inverse function, 34
irrational number, 27

Jacobian, 312

Jacobian determinant, 312

Jacobian matrix, 312

joint CDF, 247

joint cumulative distribution function, 247
joint distribution function, 247, 248

joint normal distribution, 295

joint PDF, 249

joint PMF, 248

joint probability density function, 249
joint probability mass function, 248
jointly continuous random variables, 249

largest order statistic, 285

least upper bound, 48

Lebesgue integrable function, 91

Lebesgue integrable function on a subset, 93
Lebesgue integral, 88, 90

356 Math 447 - Version 2025-04-16



Math 447 — MF Lecture Notes

Student edition with proofs

dominated convergence theorem, 95
monotone convergence theorem, 95
Lebesgue integral on a subset, 93
Lebesgue measure, 65, 85
rectangle, 65
Lebesgue measure on a subset of R 149
Lebesgue Null set, 85
Lebesgue, Henri L., 65
left skewed, 237
left tailed, 237
limit
almost sure, 323
in probability, 323
pointwise, 323
limit in probability, 323
linear function, 265
lower bound, 48

maps to operator, 33
marginal density function, 250
marginal distribution, 250
marginal PDEF, 250
marginal PMF, 250
marginal probability mass function, 250
Markov inequality, 243
maximum, 30, 48
mean - abstract integral, 165
mean - continuous r.v., 224
mean - discrete r.v., 190
measurable

Borel measurable, 138
measurable function, 138
measurable space, 138
measure, 148

o—finite, 148

counting measure, 150

discrete, 148

finite, 148

induced, 154

product, 161
measure space, 148

discrete, 148

product, 161
median, 221

sample median, 294
member of a set, 18
member of the family, 38

memoryless property, 241

mesh, 68

MGF (moment-generating function), 209

minimum, 48

moment about about its mean, 208

moment about the origin, 208

moment of a random variable, 208

moment-generating function, 209

monotone convergence theorem, 95
Lebesgue integral, 95

multinomial coefficients, 174

multinomial distribution, 280

multinomial experiment, 280

multinomial sequence, 280

multiplicative law of probability, 119

mutually disjoint, 7, 20

mutually exclusive, 106

natural number, 27
negative binomial distribution, 202
negative correlation, 263, 264
negative part, 30
nondecreasing, 36
nonincreasing, 36
normal distribution
bivariate, 295
joint, 295
normal probability distribution, 235
Null event, 106
Null measure, 151
Null set, 148
4, 85
1 (abstract measure), 148
Lebesgue, 85
numerator degrees of freedom, 337

open interval, 28

open rectangle, 64

or
exclusive, 26
inclusive, 26

order statistic, 284
largest, 285
smallest, 285

outcome, 7,12, 14
probability space, 14
sample space, 12, 14
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parameter of a distribution, 332 quad, 64
parameter space, 332 quantile, 221
partition, 25, 38 quartile
mesh, 68 first, 221
partitioning, 25, 38 third, 221
PDF
conditional, 252 r.v. = random variable, 124
joint, 249 random action, 9
marginal, 250 random element, 42, 125, 142
PDF (probability density function), 219 o-algebra generated by ..., 125
percentile, 221 events generated by, 253
permutation, 170 independence, 131, 145-147
PMF random item, 125
conditional, 251 random sample, 187, 332
joint, 248 random sampling action, 187
marginal, 250 on/from a distribution, 332

PMF (probability mass function), 188 on/ from a random variable, 332
pointwise convergence, 323 random variable, 42, 124, 142

pointwise limit, 323 central moment, 208

Poisson probability distribution, 206 continuoué, 218

poisson(A), 206 expectation, 224

positive correlation, 263, 264 expected value, 224

positive part, 30 mean, 224

power set, 24 discrete, 124

preimage, 42 expectation, 190

probability, 106 expected value, 190
conditional, 118 mean, 190
empirical, 7 variance, 196

probability density function, 113, 219 distribution function, 217
conditional, 252 expectation - abstract integral, 165
joint, 249 expected value - abstract integral, 165

probability distribution, 124, 154 mean - abstract integral, 165

probability function, 188 moment, 208

probability mass function, 188 moment about its mean, 208
conditional, 251 moment about the origin, 208
joint, 248 moment-generating function, 209
marginal, 250 standard deviation, 165, 196

probability measure, 12, 13, 106 standard normal, 235

probability space, 12, 14, 106 unftorrelated, 263, 264
discrete, 110 uniform, 231

product measure, 161 variance - abstract, 165

product measure space, 161 random variables

proof by cases, 24 jointly continuous, 249

proper Riemann integral, 73 random vector, 124, 142

pull-back, 146 discrete, 124

push—forward, 146 range, 33

sample, 334
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rational number, 27
real number, 27
realization, 12, 183, 185
rearrangement
sequence, 58
series, 58
rectangle
d-dimensional, 52, 64
closed, 64
half closed, 64
half open, 64
Lebesgue measure, 65
open, 64
restriction of a function, 35
Riemann integrable, 75
Riemann integral, 66, 68, 71, 73
improper, 75
proper, 73
Riemann integral over a subset, 76
Riemann sum, 62, 68, 71, 73
Riemann, Bernhard, 59
right continuous function, 217
right skewed, 237
right tailed, 237
rv = random variable, 124

sample, 12, 183, 185
deterministic, 184, 185
random sample, 332
realization, 183, 185

sample mean, 268

sample point, 12, 106
sample space, 14

sample range, 334

sample space, 12, 14, 106

sample standard deviation, 333

sample variance, 333

sampling action, 12, 183, 185

sampling distribution, 333

sampling procedure, 183, 185

sampling process, 183, 185

scale parameter, 238

sequence, 35
finite, 35
finite subsequence, 36
infimum, 49
infinite, 35

multinomial, 280
start index, 35
subsequence, 36
supremum, 49
series
absolutely convergent, 58
conditionally convergent, 59
set, 18
countable, 37
countably infinite, 37
difference, 22
difference set, 22
disjoint, 20
intersection, 20, 38
mutually disjoint, 20
proper subset, 19
proper superset, 19
setbuilder notation, 18
size, 25
strict subset, 19
strict superset, 19
subset, 19
superset, 19
symmetric difference, 22
uncountable, 37
union, 20, 38
shape parameter, 238
sigma algebra, 102
generated by a collection of sets, 114
sigma algebra generated by a function (ad-
vanced def.), 144
sigma algebra generated by random elements,
125
sigma—field, 102
simple function, 138
standard form, 138
simple function (preliminary), 87
simple random sample, 187
simple random sampling action, 187
singleton = singleton set, 9
size, 25
smallest order statistic, 285
SRS, 187
SRS action, 187
standard deviation, 165, 196
sample, 333
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standard normal, 235
start index, 35
statistic, 333
step function, 62, 66
strictly decreasing, 36
strictly increasing, 36
Student’s t—distribution, 335
subsequence, 36

finite, 36
success probability, 197
support, 99
supremum, 48
supremum of a family, 49
supremum of a sequence, 49
surjective, 34
symmetric function, 301
symmetrical function, 301

t—distribution, 335
Tchebysheff inequalities, 244
third quartile, 221

triangle inequality, 31

unbiased estimator, 268

uncorrelated random variables, 263, 264

uncountable set, 37

uniform convergence, 322

uniform probability distribution, 231
uniform random variable, 231
uniform random vector, 258, 259
uniform(6y, 62), 231

unit mass, 150

universal set, 22

upper bound, 48

urn model with replacement, 187
urn model without replacement, 187

variance
conditional, 274
sample, 333
variance - abstract, 165
variance - discrete r.v., 196
vector, 51

zero correlation, 263, 264
zero measure, 151
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