Math 330 - Additional Material

Skeletal version: proofs omitted

Michael Fochler
Department of Mathematics
Binghamton University

This skeletal version of the document is meant to serve as a help to review the material for
upcoming exams. It not only omits the proofs, but also many motivational paragraphs and
examples, and even some propositions and theorems. The references are out of sync with

the full student edition, so

Do NOT use this edition to find an item referenced, e.g., in your homework assignment!

Last update: November 16, 2025

Version: 2025-11-16 ©Michael Fochler 2005-2024



Contents

1

Before You Start

1.1 AboutThis Document . . . . . . . . . . . . .. . e
1.2 How to Properly WriteaProof . . .. .. ... ... .. ... ... ... .. .. ...,
1.3 Blank Pageafter Ch.1 . . .. ... ... .. ... .. ..

Preliminaries about Sets, Numbers and Functions

2.1 Setsand Basic Set Operations . . . .. ... ... ... ... ... ............
2.2 The Proper Use of Language in Mathematics: Any vs All,etc . . . .. ... ... ....
2.3 Numbers . . . . . . e e e
2.4 A First Look at Functions, Sequences and Families . . . ... ... ... .........
2.5 Cartesian Products . . . . . . . . . . e
2.6 Arbitrary Unions and Intersections . . . . . .. ... ... ... .. ... .. ... .. ..
2.7 Proofs by Induction and Definitions by Recursion . . . .. ... ... ... .......
2.8 Some Preliminaries From Calculus . . . . . . . . . . ... ... . ... .. ... ...

The Axiomatic Method

3.1 Semigroupsand Groups . . . . . .. ... L
3.2 Commutative Rings and Integral Domains . . . . ... ... ... ............
3.3 ArithmeticinIntegral Domains . . . . . ... ... .. ... ... ... .. .. ...
3.4 Order Relations in Integral Domains . . . . . ... ... .. ... .............
3.5 Minima, Maxima, Infima and Suprema in Ordered Integral Domains . . . . ... ...

Logic

Relations, Functions and Families

5.1 Cartesian Products and Relations . . . . . ... ... ... ... ... . . . ...

5.2 Functions (Mappings) and Families . . . . . .. ... ... ... .. ... ... .. ...
5.2.1 Some Preliminary Observations about Functions . . . . .. ... .. .. ... ..
5.2.2 Definition of a Function and Some Basic Properties . . . ... ... ... .. ..
523 Examplesof Functions . . . . ... ...... ... .. .. .. .. .. ...
5.2.4 A First Look at Direct Images and Preimages of a Function . . . . ... ... ..
52.5 [Injective, Surjective and Bijective functions . . . . . ... ... ... . 0L
5.2.6 Binary Operations and Restrictions and Extensions of Functions . . . . . . . ..
52.7 Real-Valued Functions and Polynomials . . ... ... ... ...........
5.2.8 Families, Sequences, and Functions as Families . . . . . . ... ... ... .. ..

5.3 Right Inverses and the Axiom of Choice |8 | .. . ... ... ... .. ... ...

The Integers

6.1 The Integers, the Induction Axiom, and the Induction Principles . . . . . ... ... ..
6.2 The Discrete Structure of theIntegers. . . . . . .. ... ... ... ... ... .. ...
6.3 Divisibility . . . .. ..
6.4 Embedding the Integers Into an Ordered Integral Domain . . . ... ... ... ....
6.5 Recursive Definitions of Sums, Products and Powers in Integral Domains . . . . . ..
6.6 Binomial Coefficients . . . . .. ... ... ... ... .. .. ..
6.7 Bernstein Polynomials |51 | . . . . .. ... ... ..



Math 330 — Lecture Notes

Skeletal version: proofs omitted

10

11

6.8 The Well-Ordering Principle. . . . . . . ... .. ... .. .. ... .. .. ... .. ...
6.9 The Division Algorithm . . . ... ... .. ... ... ... .
6.10 The Integers Modulon . . . ... .. ... .. .. ... .
6.11 The Greatest Common Divisor . . . ... .. ... ...
6.12 Prime Numbers . . . . . . . . . . . e e e e
6.13 The Base- Representation of the Integers . . . . . . . ... ... .. .. ........
6.14 The Addition Algorithm for Two Nonnegative Numbers (Base10) . . . . . ... .. ..

Cardinality I: Finite and Countable Sets

71 TheSizeofaSet . . . . ... ... ...
7.2 The Subsets of Nand TheirSize . . . . . .. ... .. ... .. ... ... ........
7.3 Finite Sequences and Subsequences and Eventually True Properties . . . . . . ... ..
74 CountableSets . . . .. ... ... ..

More on Sets, Relations, Functions and Families
81 MoreonSetOperations . ... ... ...... ... .. ... ... .. ... ...
8.2 Ringsand AlgebrasofSets [ | . ... ... ... ... ... L L

8.3 Cartesian Products of More Than Two Sets . . . . .. ... ... .. ..........
8.4 Set Operations involving Direct Images and Preimages . . . . ... ... ........

8.5 Indicator Functions |[% | . . . . . . . e

The Real Numbers

9.1 The Ordered Fields of the Real and Rational Numbers . . . . . .. ... ... ......
9.2 Minima, Maxima, Infima and SupremainRandQ . ... .. ... ... .........
9.3 Convergence and Continuity inR . . . ... ... ... ... ... ... ... .. ...
9.4 Rational and Irrational Numbers . . . . . . . . ... . ... ... ... .. ... ...
9.5 GeometricSeries . . . . . . . . . e e e
9.6 Decimal Expansions of Real and Rational Numbers . . . ... ... ... ........
9.7 Countable and Uncountable Subsets of the Real Numbers . . . . ... ... ... ....
9.8 Limit Inferior and Limit Superior . . . . ... .. ... ... .. ... . L oL

9.9 Sequences of Sets and Indicator functions and their liminf and limsup |5 | . . . . . .
9.10 Sequences that Enumerate Partsof Q% | . .. .. ... .. ... ... ... ... ...

Cardinality II: Comparing Uncountable Sets
10.1 The CardinalityofaSet. . . . . ... ... ... ... ... ... ... .. .......
10.2 Cardinality as a Partial Ordering . . . . . ... .. ... ... ... .. ... .. ...,

Vectors and Vector spaces

11.1 R™ EuclideanSpace . . . . . . . . . . . . . e
11.1.1 n-Dimensional Vectors. . . . . . . ... ... ... . L
11.1.2 Addition and Scalar Multiplication for n-Dimensional Vectors . . . . . . . . ..
11.1.3 Length of n-Dimensional Vectors and the Euclidean Norm . . . . ... ... ..

11.2 General Vector Spaces . . . . . .. .. ... . ...
11.2.1 Vector spaces: Definition and Examples . . . . . ... ...... ... ... ...
11.22 Normed Vector Spaces . . . . . . . .. ... ... .. ...

11.2.3 The Inequalities of Young, Hoelder, and Minkowski [ | . ... ... ... ..

3 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

12 Metric Spaces and Topological Spaces — Part I 115
12.1 Definition and Examples of MetricSpaces . . . . . ... ... ... . ... . ... ... 115
12.2 Measuring the Distance of Real-Valued Functions . . . . .. ... ... .. ... .... 116
12.3 Neighborhoods and OpenSets . . . ... ... ... ... ... ... . ... . ... ... 117
124 Convergence . . . . . . . . .. 118
12.5 Abstract Topological spaces . . . . . . .. ... ... .. . .. L o 120
12.6 Bases and Neighborhood Bases ||| . . ... ... ... ................. 123
12.7 Metric and Topological Subspaces . . . .. ... ... .. ................ 124
12.8 Contact Pointsand Closed Sets . . . . . ... ... ... ... .. .. ... .. .. ..., 126
12.9 Bounded Sets and Bounded Functions in MetricSpaces . . . . .. ... ... ... ... 128
12.10Completeness in MetricSpaces . . . . . .. ... .. ... .. ... L. 128

13 Metric Spaces and Topological Spaces — Part II 131
13.1 Continuity . . . . . .. . 131

13.1.1 Definition and Characterizations of Continuous Functions . . . . .. ... ... 131
13.1.2 Uniform Continuity . . . .. .. ... ... .. ... . ... . 134
13.1.3 Continuity of Linear Functions . . . . ... ..................... 134
13.2 Function Sequences and Infinite Series . . . . . ... ... ... ... .. ... ... .. 135
13.2.1 Convergence of Function Sequences . . . . . ... ................. 135
13.2.2 Infinite Series . . . . . . . . .. L 136

14 Compactness 140
14.1 e-Nets and Total Boundedness . . . . . ... ... ... . ... ... . ... . ... ... 140
14.2 Sequence Compactness . . . . . . . .. ... ... o 141
14.3 Open Coverings and the Heine-Borel Theorem . . . . . . ... ... ... ... ..... 142
14.4 Continuous Functions and CompactSpaces . . . . . ... ... ... ... .. ..., 143

15 Applications of Zorn’s Lemma 145
15.1 More on Partially Ordered Sets . . . . . ... ... ... ... .. .. ... .. .. ... . 145
15.2 Existence of Basesin Vector Spaces . . . . . ... ... .. ... ... ... L. 145
15.3 The Cardinal Numbers are a totally orderedset . . . . . ... ............... 146
15.4 Extensions of Linear Functions in Arbitrary Vector Spaces . . .. ... ... ... ... 146
15.5 The Hahn-Banach Extension Theorem [ | . . ... ... ... ... ... ....... 147

15.5.1 Sublinear Functionals . . . . ... ... ... ... ... ... ... . ... 147
15.5.2 The Hahn-Banach extension theorem and its Proof . . .. ... ... ... ... 148
15.6 Convexity [ | - -« oo 148

16 Approximation theorems 150
16.1 The Positive, Linear Operators f — B,{ ........................... 150
16.2 Korovkin's First Theorem . . . . .. ... ... .. ... . .. .. . ... . ... ... 151
16.3 The Weierstrass Approximation Theorem . . . .. ... ... ... ... ......... 151

17 Construction of the Number Systems 153
17.1 The Peano AXiOMS . . . . . . . . . o ittt 153
17.2 Constructing the Integers from Ng . . . . . .. ... ... ... ... ......... 154
17.3 Constructing the Rational Numbers fromZ . . . ... ... ... .. .. ......... 155

4 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

17.4 Constructing the Real Numbers via Dedekind Cuts . . . .. ... .. ... ....... 156
17.5 Constructing the Real Numbers via Cauchy Sequences . . . . ... ... ... ..... 158
18 Other Appendices 160
181 Greek Letters. . . . . . . . . . 160
182 Notation . . . . . . . . . e 160
References 162
List of Symbols 163
Index 166

5 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

1 Before You Start

1.1 About This Document

1.2 How to Properly Write a Proof

Transitivity of equality means that if A =B and B=C then A =C.

6 Version: 2025-11-16
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1.3 Blank Page after Ch.1

This page is intentionally left blank!

2 Preliminaries about Sets, Numbers and Functions

2.1 Sets and Basic Set Operations

Definition 2.1 (Sets). A set is a collection of stuff called members or elements which satisfies
the following rules:

e The order in which the elements are written does not matter.
e If an element is listed two or more times, then it only counts once!

We write a set by enclosing within curly braces the elements of the set. This can be done by
listing all those elements or giving instructions that describe those elements. [J

For example, to denote by X the set of all integer numbers between 18 and 24 we can write either
of the following:

X = {18,19,20,21,22,23,24} or X := {n:nisanintegerand 18 <n < 24}

Both formulas clearly define the same collection of all integers between 18 and 24. On the left the
elements of X are given by a complete list, on the right we use instead setbuilder notation, i.e.,
instructions that specify what belongs to the set.

It is customary to denote sets by capital letters and their elements by small letters but this is not a
hard and fast rule. You will see many exceptions to this rule in this document.

We write 1 € X to denote that an item z; is an element of the set X and x5 ¢ X to denote that an
item x5 is not an element of the set X

For the above example we have 20 € X, 27— 6 € X, 38 ¢ X, 'Jimmy’ ¢ X.

Definition 2.2 (empty set). The empty set is the set that does not contain any elements. It is
uniquely determined by this property.
The symbols () and { } are both in use to denote this set. However, we STRONGLY DIS-

COURAGE the use of { }, since since this makes expressions with nested braces hard to read.
O

Definition 2.3 (subsets, supersets and equality of sets).

(@) We say that a set A is a subset of the set B and we write A C B if each element of A
also belongs to B. Equivalently we say that B is a superset of the set A and we write
B O A . We also say that B includes A or A is included by B. Note that A C A and
0 C Ais true for all sets A.

7 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

(b) If A C Bbut A # B, ie, there is at least one x € B such that z ¢ A, then we say
that A is a strict subset or a proper subset of B. We write “A C B” or “A C B”.
Alternatively, we say that B is a strict superset or a proper superset of A and we
write “B D A” or “B D A”.

(c) We say that two sets A and B are equal and we write A = B, if both A C B and
BCA O

()

Figure 2.1: Set inclusion: AC B, BD A

Definition 2.4 (Unions and intersections of two sets). Given are two arbitrary sets A and B.
No assumption is made that either one is contained in the other or that either one is not empty!
(@ The union A U B (pronounced "A union B") is defined as the set of all elements which
belong to A or B or both.

(b) Theintersection ANB (pronounced "A intersection B") is defined as the set of all elements
which belong to both A and B. [

Definition 2.5 (Unions and intersections of n sets). Let A, A, ..., A, be arbitrary sets.
n

(@ Theunion [J A4; := A UAyU---UA, is defined as the set of all those items which
j=1
belong to at least one of the sets, i.e.,

n

(2.1) T € U A; & x € Ajforatleast one index j.
j=1

n
(b) The intersection (| 4; = A;NAyN---NA, is defined as the set of all those items
i=1

which belong to each and everyone of the sets, i.e.,

(2.2) S ﬂ A;j & x e Ajforeachindex j. O
j=1
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Definition 2.6 (Disjoint unions). We call two sets A and B disjoint, also mutually disjoint, , if

AN B = (). More generally, we say that a collection of sets A1, As, . .., 4, is (mutually) disjoint
if each pair A;, A; for different indices ¢ and j is disjoint. We often write “&J” (pronounced
“disjoint union”) rather than “U” to remind the reader that we are dealing with unions of
disjoint sets, i.e., we write

n
AYB A WA Y-y A,, @Aj,
j=1

n

rather than AUB, A;UAU---UA,, U 4;. O

AU B: AUBUC: AN B: ANBnNC:

: vy : (8%

Figure 2.2: Union and intersection of sets

Definition 2.7 (Set differences and symmetric differences). Given are two sets A and B. No
assumption is made that either one is contained in the other or that either one is not empty!

The difference set or set difference A \ B (pronounced "A minus B") is defined as the set of all
elements which belong to A but not to B:

(2.3) A\B:={z € A:x ¢ B}

The symmetric difference AAB (pronounced "A delta B") is defined as the set of all elements
which belong to either A or B but not to both A and B:

(2.4) AAB = (AUB) \ (AnB) O

Definition 2.8 (Universal set).

There usually is a big set (2 that contains everything we are interested in, and we then deal
with all kinds of subsets A C Q. Such a set is called a “universal” set. []

9 Version: 2025-11-16
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Definition 2.9 (Complement of a set). Let €2 be a universal set. The complement AL, of a set
A C Q consists of all elements of 2 which do not belong to A. In other words:

(2.5) Al == 0\A = {weQ:we¢ A}. O

A\ B: AAB: Universal set: AL

: ¢ : )

Figure 2.3: Difference, symmetric difference, universal set, complement

Remark 2.1. Note the following: If €2 is a universal set then

(2.6) o =9, o =q 0O
Proposition 2.1. Let A, B, X be subsets of a universal set Q2 and assume A C X. Then
(2.7a) AUD = 4 ANP=10
(2.7b) AUQ=Q; ANQ=A
(2.7¢) Audb=0q, AnAl=y
(2.7d) AAB =(A\B)W(B\ A)
(2.7e) A\NA=10
(2.7f) AND = A; ANA =10
(2.7g) XAA=X\A
(2.7h) AUB=(AAB)4Y (AN B)
(2.71) ANB=(AUB)\ (AAB)
(2.7)) AAB =0 ifandonlyif B= A
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Proposition 2.2 (Distributivity of unions and intersections for two sets).
Let A, B, C be sets. Then

2.8) (AUB)NC =(ANC) U (BN C),
2.9) (ANB)UC =(AUC) N (BUDOQ).

Proposition 2.3 (De Morgan’s Law for two sets).

Let A,B C Q. Then the complement of the union is the intersection of the complements, and the
complement of the intersection is the union of the complements:

(2.10) (@) (AUB) =APnBE ®) (AnB)t = AU Bt

Proposition 2.4. Let A, B, C, < be sets such that A, B, C C ). Then
(1) (AAB)AC = AA(BAC)

b) AAND = 0NA = A

(c) ANA =

(d AAB = BAA

Further we have the following for the intersection operation:
) (AnB)NC = ANn(BNCQO)
H AnQ =0nA=A
(g ANnB = BnA

And we have the following interrelationship between A and N:
(h) AN(BAC) = (ANB)A(ANC)

Definition 2.10 (Power set). The power set
29 .= {A:AC Q)

of a set € is the set of all its subsets. Note that many older texts also use the notation 3(£2) for
the power set. [

Remark 2.2. Note that () € 2 for all sets Q, even if Q = (), since 2% = {0}. In particular, the power
set of the empty set is not empty. [J

11 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

Definition 2.11 (Partition). Let Q be a set and A C 2%, i.e., the elements of A are subsets of (2.
We call A a partition or a partitioning of € if

(@) If A,B € Asuchthat A # B then AN B = (. In other words, A consists of mutually
disjoint subsets of €2 (see Definition 2.6),
(b) Each z € Qis an element of some A € A. [

Definition 2.12 (Size of a set (preliminary)).

(@) Let X be a finite set, i.e., a set which only contains finitely many elements. We write | X |
for the number of its elements, and we call ‘X | the size of the set X.
(b) For infinite, i.e., not finite sets Y, we define |Y| := co. O

2.2 The Proper Use of Language in Mathematics: Any vs All, etc

2.3 Numbers

Definition 2.13 (Integers and decimal numerals).
A digit or decimal digit Is one of the numbers 0, 1,2, 3,4,5,6,7,8,9.

We call numbers that can be expressed as a finite string of digits, possibly preceded by a minus
sign, integers. In particular we demand that an integer can be written without a decimal point.

A decimal or decimal numeral is a finite or infinite list of digits, possibly preceded by a minus
sign, which is separated into two parts by a point, the decimal point. [

Definition 2.14 (Real numbers). We call any kind of number which can be represented as a
decimal numeral, a real number. We write R for the set of all real numbers. It follows from
what was remarked at the end of Definition 2.13 that integers, in particular natural numbers,
are real numbers. Thus we have the following set relations:

2.11) NCZzZCcR O

Definition 2.15 (Rational numbers). A number that is an integer or can be written as a fraction
of integers, i.e., as % where m,n € Z and n # 0, is called a rational number. We write Q for
the set of all rational numbers. [

12 Version: 2025-11-16
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Definition 2.16 (Irrational numbers). We call real numbers that are not rational irrational num-
bers. [

Definition 2.17 (Types of numbers). N := {1,2,3, ...} denotes the set of natural numbers.
Z:={0,£1,£2,43,... } denotes the set of all integers.
Q:={n/d:n € Z,d € N} denotes the set of all rational numbers.

R := {all integers or decimal numbers with finitely or infinitely many decimal digits} denotes
the set of all real numbers.

R\ Q = {all real numbers which cannot be written as fractions of integers} denotes the set of
all irrational numbers. There is no special symbol for irrational numbers. Example: v/2 and 7
are irrational. [J

No := Z4 :=2Z>¢ :={0,1,2,3,...} denotes the set of nonnegative integers,
Ri := R>p := {z € R:x > 0} denotes the set of all nonnegative real numbers,
R* := Ryo := {z € R:z > 0} denotes the set of all positive real numbers,

R* := Ry = {x€R:2#0}. O

Definition 2.18 (Translation and dilation of sets of numbers). For a set of numbers A and num-
bers A and b, we define

(2.12) AM+b :={da+b:ac A}
In particular, for A = £1, we obtain

(2.13) A+b ={a+b:ac A}
(2.14) —A ={-a:a€A}. O

Definition 2.19 (Intervals of Numbers). For a,b € R we have the following intervals.

o [a,b] :={x €R:a <z <b}isthe closed interval with endpoints a and b.

e Ja,b[:={z € R:a <z <b}isthe open interval with endpoints a and b.

o [a,b[:={z€R:a<z<b}and]a,b]:={x € R:a < x < b} are half-open intervals
with endpoints a and b.

13 Version: 2025-11-16
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| —o0,a] :={z €R:z<a}, | —o0,a]:={x €R:xz <a},
@15) la,o00[:={zx € R:xz >a}, [a,00[:={x €R:x>a}, |—o0,00[:=R
e [a,0] = {a}; [e,a[=]a,a[=]o,a] = B

o [a.b] = [o,b[=]a,b[=]a,b] = 0 for a>b O

Notation 2.1 (Notation Alert for intervals of integers or rational numbers).

It is at times convenient to also use the notation [...],|...[, [...[ ]...], for intervals of integers
or rational numbers. We will subscript them with Z or Q. For example,

[3,n]z =[3,n]NZ = {keZ:3<k<nl,
| —00,7]z =]—00,7]NZ = {k€Z:k<T} = Z<r,
la,blo =]a,b[NQ = {¢€Q:a < qg<b}.

An interval which is not subscripted always means an interval of real numbers, but we will
occasionally write, e.g., [a, b]r rather than [a, ], if the focus is on integers or rational numbers
and an explicit subscript helps to avoid confusion. [

Definition 2.20 (Absolute value). For a real number x we define its absolute value as

2] r ifzx >0,
€T =
—z ifz<0. O

Assumption 2.1 (Square roots are always assumed nonnegative). We will always assume that
“\/b” is the positive value unless the opposite is explicitly stated. [J

Proposition 2.5 (The Triangle Inequality for real numbers). The following inequality is used all
the time in mathematical analysis to show that the size of a certain expression is limited from above:

(2.16) Triangle Inequality : |a + b| < |a| + |b|

This inequality is true for any two real numbers a and b.
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Definition 2.21 (Kronecker symbol). || %

For i, j € N, the Kronecker symbol 4;;, also called the Kronecker delta, is defined as follows.

5y {0 ifi # 7,

1 ifi=4. O

2.4 A First Look at Functions, Sequences and Families

Definition 2.22 (Preliminary definition of a function). A function f consists of two nonempty
sets X and Y and an assignment rule z — f(x) which assigns any z € X uniquely to some
y € Y. We write f(z) for this assigned value and call it the function value of the argument z.
X is called the domain and Y is called the codomain of f. We write

(2.17) fX-=Y, x — f(z).

We read “a — b” as “a is assigned to b” or “a maps to b” and refer to — as the maps to operator
or assignment operator. The graph of such a function is the collection of pairs

(2.18) Iy = {(z,f(z)) :x € X}. O

Definition 2.23 (Preliminary definition of the inverse function). Given are two nonempty sets
X and Y and a function f : X — Y with domain X and codomain Y. We say that f has an
inverse function if it satisfies all of the following conditions which uniquely determine this
inverse function, so that we are justified to give it the symbol f~!:

@ f':Y— X, ie., f!hasdomain Y and codomain X.
®) f(f(z)) = zforallz € X,and f(f(y)) = yforallyeY. O

Definition 2.24. Let n, be an integer and let there be a uniquely determined item x; for each
integer j > n,. Such an item can be, e.g., a number or a set (the only items we are looking at
for now).

In other words, assume that a unique item z; is assigned to each j € [n,, co[z. We write

(%‘)jzm or (:Uj)je[n*,oo[z or (xj)?in* O Tn,, Tn,iqs Tnyqas - - -

for such a collection of items, and we call it a sequence with start index n,. We call the set
[n., 00[z of indices the index set of the sequence.

The symbol j is a dummy variable, same as the name x of the argument of a function f(z). See
Remark ?? on p.2?2. [
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Definition 2.25. We occasionally admit an “ending index” n* instead of oo, i.e., there will be
an indexed item z, for each j € [n,,n*]z. We then talk of a finite sequence, and we write
n*

(mn)n*gngn* or (xj)j:n* Of Tn,, Tn,qqs ---y Tp*

for such a finite collection of items. If we refer to a sequence (z,), without qualifying it as

finite then we imply that we deal with an infinite sequence, (z,);2,, ..

If one pares down the full set of indices {n,, n. + 1, n, +2,...} to a subset
{n1, ng, ng,...} such that ne < np < ng <ng < ...

then we call the corresponding “thinned out” sequence (7, );jen a subsequence (z,,)n>n, -

If this subset of indices is finite, i.e., we have
Ne < np < ng < ... < ng for some suitable K € N,

then we call (zy, ].)JKZ1 a finite subsequence of the original sequence. [J

Definition 2.26 (Indexed items). Given is an expression of the form
a; .

We say that a; is indexed by or subscripted by or tagged by i. We call i the index or subsript
of a;, and we call ¢; an indexed item . O

Definition 2.27 (Indexed families). Let J and X be nonempty sets such that
each i € J is associated with exactly one indexed item z; € X.

We write (x;);e.s for this collection of indexed items and call it an indexed family or family in
X with index set J. The indexed items z, are called the members of the family. [

A family (x;);c can be interpreted as the function
() — X5 i x(l) = ;.

Families in X are functions with domain = index set = J and codomain X .
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2.5 Cartesian Products

Definition 2.28 (Preliminary definition: Cartesian Product). Let X and Y be two sets The set
(2.19) X XY ={(z,y):x € X,yeY}

is called the cartesian product of X and Y.

Note that the order is important: (z,y) and (y, ) are different unless = = y.

We write X2 as an abbreviation forX x X.
This definition generalizes to more than two sets as follows: Let X1, X», ..., X,, be sets. The set

(2.20) X1 x Xo---x Xy :i={(21,22,...,2,) 1 xj € Xjforeach j =1,2,...n}

is called the cartesian product of X, Xo, ..., X,,.
We write X™ as an abbreviation forX x X x --- x X. 0O

2.6 Arbitrary Unions and Intersections

Definition 2.29 (Arbitrary unions and intersections). (A) For a (nonempty) set of sets <7, let

(2.21) U B = U[B:BE;Z%] := {z:x € B for atleast one B € &/},
Begd/

(2.22) m B = m[B:BGM] = {z:2 € Bforeach B € &/}.
Bed/

We call U B the union and ﬂ B the intersection of the members of &7
Bed/ Bed

(B) For a family (A;),.; of sets A;, let

(2.23) UAi = U [Ai (i€ I] := {z:x € A foratleastonei € I},
iel

(2.24) (4i == ([Ai:i€I] := {z:x € Aforeachic I}.
iel

We call U A; the union and ﬂ A; the intersection of the family (4;);;.
iel il
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(O) Let &7 be a nonempty set of sets, let (A;),.; be a family of sets.

We call the members of .7 disjoint , also mutually disjoint, if A, A’ € &/ and A # A’ implies
ANA = 0. We call the family (A;),.; disjoint , also mutually disjoint, if A; N A; = () for all
i,j € J such that i # j.

As done previously, we allow the use of [+ instead of | to indicate disjoint unions:

(2.25) W B = | B, W4 = 4.

Bed/ Bed/ iel el

(D) Assume that there is 2, &7 such that &7 C € and the members of .7 are disjoint.

If Q = |Ype, B, then we call &7 a partition of Q2.

Assume that there is 2, (4;),c; such that A; C Q for all j € J is a disjoint family.

If Q = |y;c; Ai, then we call (4;),.; a partition of (2.

Note that being a partition means that each z € Q belongs to exactly one member of ./ (of
(A;);c; in case of a family).

Since sequences are special kinds of families with index sets
[ny,00[z= {ns, N + 1, n +2, ... },

it is natural to write

(2.26) fj 4= | 4, ﬁ 4= () 4, O

i=nx i€[n+,00[z 1=n i€n«,00[z

2.7 Proofs by Induction and Definitions by Recursion

Remark 2.3.

Principle of Mathematical Induction

Assume that for each integer k > kg there is an associated statement P(k) such that the follow-
ing is valid:
A. Base case. The statement P (ko) is true.
B. Induction Step. Assuming that P (k) is true (“Induction Assumption”), it can
be shown that P(k + 1) also is true.
It then follows that P(k) is true for each k& > k.
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Proposition 2.6 (Distributivity of unions and intersections for finitely many sets). Let
A1, As, ... and B be sets. If n € N then

(2.27)

/\
Cs
2=

SN~—

D
Sy
I

<.
Il
—

(no,
(2.28) (n]A U B).

A
IDE
2
N~—
(-
oy
Il

<.
Il
—

Proposition 2.7 (The Triangle Inequality for n real numbers). Let n € N such that n > 2. Let
ai,as,...,a, € N. Then

(2.29) lar +ag + ...+ an| < |a1]| +|az]|+ ...+ |an|

2.8 Some Preliminaries From Calculus
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3 The Axiomatic Method

3.1 Semigroups and Groups

Definition 3.1 (Semigroups and monoids).

Given is a nonempty set S with a binary operation o,

i.e. an “assignment rule” (s,t) — s ot which assigns to any two elements s,t € S a third
element u := sot € S. ! The pair (9, o) is called a semigroup if the operation o satisfies

(3.1) associativity: (sot)ou =so(tou) forall s, t,u € S.

A semigroup for which there exists in addition a neutral element with respect to the
operation(s,t) — s <t,i.e., some e € S such that

(3.2) soe = eos = s forallse S

is called a monoid.

We can write S instead of (.5, ¢) if it is clear which binary operation on S is represented by <.
O

Proposition 3.1. Let A be a nonempty set and let S := {f : f isa function A — A}.

We define a binary operation o on S as follows.

(f,g)—=gof

assigns to two functions f,g: A — A the function

gof:A— A xrgo f(x) = g(f(w))

(S, 0) is a monoid.

Theorem 3.1 (Uniqueness of the neutral element in monoids).
Let (S, o) be a monoid and let e, e’ € S such that both

(3.3) soe =eos =8

(3.4) soe =€ os =s

foralls € S. Thene = €.
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Definition 3.2 (Groups and Abelian groups). Let (G, <) be a monoid with neutral element e
which satisfies the following: For each g € G there exists some ¢’ € G such that

(3.5) gog = g og = e forallg € G.

We call such a ¢’ an inverse element. of g, and we then call (G, ¢) a group.

Assume moreover that the operation ¢ satisfies
(3.6) commutativity: goh =hog forallg,h € G.

Then G is called a commutative group or abelian group. We write G instead of (G, ) if it is
clear which binary operation on G is represented by ¢. [

Groups (G, ¢) are characterized as follows.

@ IfgheGthengoheG binary operation
(b) Ifg,h,keGthen(goh)ok = go(hok) associativity
(c) There exists e € G such that
goe = eog = g forallg e G neutral element
(d) Foreach g € G there exists ¢’ € G such that
gog = gog=ce inverse element

G is a commutative group (abelian group) if, in addition,
() goh = hog forallg,h e G commutativity

Theorem 3.2 (Uniqueness of the inverse in groups). Let (G, ©) be a group and let g € G. Assume
that there exists besides g’ another ¢" € G which satisfies (3.5). Then ¢" = ¢'.

Definition 3.3 (inverse element g~ !). It is customary to write g~ for the unique element of G
that is associated with the given g € G by means of (3.5). We call g~! the inverse element of g
rather than an inverse element of g. [

Proposition 3.2. Let (G, <) be a group with neutral element e. Let g, h € G. Then

(3.7) (G =g,
(3.8) (hog)™ =g toh™L

Proposition 3.3. || %
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Let (G, o) be a group. Let g,h € G. Then

(3.9) hog ! =(goh™)7L

Proposition 3.4 (B/G prop.1.9 and B/G prop.8.10). Let g,h,h' € (G,¢). Ifgoh = goh
then h = h'.

Proposition 3.5. Let G be the set of all polynomials of degree 1. In other words,
G = {f:R—=R: f(x) = ax + b for some a,b € R where a # 0}

This is the set of functions whose graph is a straight line in the x,y—plane, which is parallel neither to
the x—axis, nor to the y—axis. As in example ??, let (f,g) — g o f be defined as g o f(x) = g(f(x)).
Then (G, o) is a group.

Definition 3.4 (Linear functions on R). | %

A function f : R — Ris a linear function on R if the following is true for all z,y, A € R:

(3.10) flz+y) =f(z)+ f(y) (additivity),
(3.11) fQx) = Af(x) (homogeneity). O
Theorem 3.3.

Let f : R — R. Then f is linear if and only if there exists a € R such that f(x) = ax forall x € R.

Definition 3.5 (Subgroup). |/ % | Let (G, <) be a group and H C G.

We call (H, <) a subgroup of G if the following is true:

(3.12) H is not empty,
(3.13) ifh,h) € Hthenhoh' € H,
(3.14) if h € H then its inverse element h~! (in G!) belongs to H.

We also write H for (H, ), if there is no confusion about the nature of “o”. [
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Proposition 3.6. Subgroups are groups.

Proposition 3.7. Let (G, o) be the set of all polynomials of degree 1 with function composition, i.e.,

G — {RLR: f(z) = ax + b, for some a,b € R such that a # 0},

gof:xz— gof(z) = g(f(z)).
Further, let
H = {R TyR: f(z) = az, for some nonzero a € R} .

Then (H, o) is a subgroup of (G, o).

Proposition 3.8. The intersection of an arbitrary collection of subgroups is a subgroup.

Definition 3.6 (Homomorphisms and isomorphisms). Let (G,¢) and (H,e) be groups with
neutral elements eg and ey and let us write g~! and h~! for the inverses (in the sense of def.
3.3 onp.21.

Let ¢ : (G,0) — (H, o) be a function which satisfies the following:
(3.15) ©(g1092) =p(g1) ® ©(g2)-

Then we call ¢ a homomorphism, more specifically, a group homomorphism, from the group
(G,0) to the group (H, e).

Lety : (H,e) = (G, o) be a group homomorphism from (H, e) to (G, <) such that ¢ and v are
inverse to each other. We call such a bijective homomorphism an isomorphism, and we call
the groups (G, ¢) and (H, ¢) isomorphic.

For bijectivity, see Definition 5.12 on p.42). O

Theorem 3.4. Let (G, ) and (H, ) be two groups and let ¢ : (G,©) — (H, ) be a homomorphism.
Let eq be the neutral element of G and ey be the neutral element of H. Then
(@) y(ec) = en,
(b) LetgeG. Thenp(g™") = ((9)) ",
(c) Direct images of subgroups of G are subgroups of H.
(d) Preimages of subgroups of G are subgroups of H.
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Theorem 3.5. || x| Let (G, ) and (H,e) be two groups and let ¢ : (G, o) — (H, ) be a homomor-
phism which possesses an inverse.
Then ¢~ : H — G also is a homomorphism and thus ¢ is an isomorphism

3.2 Commutative Rings and Integral Domains

Definition 3.7 (Commutative rings with unit). | % | Let R be a nonempty set with two binary
operations

@ : (a,b) — a ® b, called addition, and © : (a,b) — a © b, called multiplication,

which assign to any two elements a,b € R uniquely determined a © b € Rand a ® b € R such
that the following holds:
(@) (R,®) is an abelian (i.e., commutative) group; we denote the neutral element for
addition by 0 and the inverse element of a € R for addition by ©a.
(b) (R,®)isacommutative monoid, i.e., a monoid for which a®b = b®a forall a,b € R.
We denote the neutral element with respect to multiplication by 1.
(¢) Multiplication is distributive over addition:

(3.16) a®(bdc) = (a0b)®(aGc) foralla,b,c e R.

(d 1#0.
The triplet (R, ®,®) is called a commutative ring with unit. =~ We may write R instead of
(R, ®, ®) if it is clear which binary operations on R are represented by & and by ©. O

Notation 3.1 (Notation Alert for Commutative Rings With Unit).
(@) Itis customary to write ab instead of a ® b if this does not give rise to confusion.
(b) Multiplication has precedence over (binds stronger than) addition: a ® b @ ¢
means (a ©b) ® ¢, nota ® (b c).
(c) Leta,b, e R. Recall from thm.3.1 and thm.3.2 that not only the neutral elements
0 and 1 but also the additive inverse ©b are uniquely determined. Accordingly,
we can define another binary operation, ©, on (R, &, ®) as follows:

(3.17) a ©b:=ad (O).

We call a © b the difference of a and b. O
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Definition 3.8 (Translation and dilation of sets). | *

Let R = (R, ®, ®) be a commutative ring with unitand A C R. and a, b € R. We define

(3.18) AM b :={Aa®b:ac A}
In particular, for A = £1, we obtain

(3.19) Adb ={a®b:ac A,
(3.20) 6A ={6a:a€ A}. O

Proposition 3.9. Let (R, &, ®) be a nonempty set with two binary operations & and © which satisfies
(a), (b), (c) of Definition 3.7, i.e., R satisfies all conditions for a commutative ring with unit except that
1 and 0 need not be different elements of R. Then

() aca=0foralla € R,
(b) a©0=0foralla € R.

Proposition 3.10.

(a) The set R := {0} satisfies conditions (a), (b), (c) of Definition 3.7,
(b) Let (R,®,0®) be a nonempty set with two binary operations & and © which satisfies
(a), (b), (c) of Definition 3.7. Then the following is true: 1 = 0 ifand only if R = {0}

Definition 3.9 (Zero Divisors and Cancellation Rule). Let (R, &, ®) be a commutative ring with
unit.
(@ Ifa,b e Rsuchthata # 0and b # 0 and a ® b = 0 then we call ¢ and b zero
divisors.
(b) We say that the cancellation rule holds in R if the following is true
for all a, b, c € R such that a # 0:

(3.21) Ifa®b = a®c thenb=rc. O

Definition 3.10 (Integral domains). Let (R, $, ®) be a commutative ring with unit which satis-
fies the
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e no zero divisors condition: If a,b € R such that a ® b = 0 then
a = 0 or b = 0 (or both are zero).

The triplet (R, ®, ®) is called an integral domain. [J

Remark 3.1. Integral domains (R, @, ®) are characterized as follows.

(@ Ifa,be Rthena®be Randa®be R binary operations
(b) Ifa,b,ce Rthen(a®b)®c = a® (bdc) associativity of &
(c) Ifa,b,ce Rthen(a®b)®c =a® (bGc) associativity of ©®
(d Ifa,bc Rthena®b = bda commutativity of @
() Ifa,be Rthena®b =bOa commutativity of ©
() Ifa,b,ce Rthena® (b®c) = (a®b) @ (a®c) distributivity
(g) Thereexists0 € Rsuchthata®0 = aforalla € R neutral element f. @
(h) There exists 1 € R such that 1 # 0 and

a®l = aforallae R neutral element f. ©
(i) Foreach a € R there exists ' € Rsuchthata®ad = 0 inverse element f. &
(j) Ifa,b € Rsuchthata#0and b# O0thena©®b # 0 no zero divisors

Proposition 3.11. Let (R, ®, ®) be a commutative ring with unit. Then R satisfies the No zero divisors
condition if and only if the cancellation rule holds in R.

Corollary 3.1. A commutative ring with unit is an integral domain <« the cancellation rule holds.

Proposition 3.12. Each of the following algebraic structures is an integral domain:

(@)  (Z,+,-): the integers with addition and multiplication,

(b) (Q, +, -): the rational numbers with addition and multiplication,
(c) (R, +,-): the real numbers with addition and multiplication.
(d)? (C,+,"): the complex numbers with addition and multiplication.

)

I )

3.3 Arithmetic in Integral Domains

Proposition 3.13 (B/G prop.1.6 and B/G prop.8.8). Let a,b,c € R. Then (a®b)Oc = a®cHbOc.
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Proposition 3.14 (B/G prop.1.7 and B/G prop.8.9). Leta € R. Then 0@ a =a and 1® a = a.

Proposition 3.15 (B/G prop.1.8). Let a € R. Then (6a) & a = 0.

Proposition 3.16 (B/G prop.1.10 and B/G prop.8.11). Let a, by, b2 € R. Ifa®by = 0and a®by = 0
then by = bo.

Proposition 3.17 (B/G prop.1.11 and B/G prop.8.12). Let a,b,c,d € R. Then

(a) (aEBb) (cdd) = (ac®bc) ® (ad ® bd),
b a®(bd(cdd) = (adb)d(cdd) = ((adb)®c) D,
® (

(c) bdc) = (cha)Db,

(d) (bC) = c(ab),

(e) (b@ chd ) = (ab® ac) @ ad,
¢ (ad®c))d = (ab)d& a(cd).

Proposition 3.18. || % | Leta,b€ R. Then bSa = S(aSb).

Proposition 3.19 (B/G prop.1.12 and B/G prop.8.13). Let = € R satisfy the following:
Foreach a € R it is true that a ® x = a. Then x = 0.

Proposition 3.20 (B/G prop.1.13 and B/G prop.8.14). Let = € R satisfy the following:
There exists (at least one) a € R such that a ® x = a. Then z = 0.

Proposition 3.21 (B/G prop.1.14 and B/G prop.8.15). Leta € R. Thena ©0=0=00 a.

Proposition 3.22 (B/G prop.1.18 and B/G prop.8.16). Let x € R satisfy the following:
Foreach a € R it is true that a ©® x = a. Then xz = 1.

27 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

Proposition 3.23 (B/G prop.1.19 and B/G prop.8.17). Let x € R satisfy the following:
There exists (at least one) nonzero a € R such that a © x = a. Then z = 1.

Proposition 3.24 (B/G prop.1.20 and B/G prop.8.18). Let a,b € R. Then (©a)(Sb) = ab.

Corollary 3.2 (B/G cor.1.21). (&1)(o1) = 1.

Proposition 3.25 (B/G prop.1.22 and B/G prop.8.19).

(@) Ifa € R then 6(ca) = a.
b) ©0=0.

Proposition 3.26 (Unique Solutions of Linear Equations). Let (R, ®, ®) be an integral domain
and a,b,y € R such that a # 0. The equation y = a ® x & b possesses at most one solution x € R.

Proposition 3.27 (B/G prop.1.23 and B/G prop.8.20).
Let a,b € R. Then there exists one and only one x € R such that a & x = b.

Proposition 3.28 (B/G prop.1.24 and B/G prop.8.21).
Letx e R IfxrOx =athenx =0o0rxz = 1.

Proposition 3.29 (B/G prop.1.25 and B/G prop.8.22). Let a,b € R. Then
(@) S(a®b) = (Sa)® (D),

b) ca = (6l)q,

(0 (ea)b = a(cb) = &(ab).

Proposition 3.30 (B/G prop.1.26 and B/G prop.8.23). Let a,b € R. Ifab = 0thena = 0orb = 0.
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Proposition 3.31 (B/G prop.1.27 and B/G prop.8.24). Let a,b,c,d € R. Then

(@) (aob)®(cod) = (adc)o(bad),

b) (aob)o(cod) = (add)o(bde),

(c) (acb)(ced) = (acdbd) S (ad @ be),
(d aob=codifandonlyif a®d = bPc,
(e) (a&b)c = acSbe.

3.4 Order Relations in Integral Domains

Definition 3.11 (Ordered Integral Domains). I. Let (R, &, ®) be an integral domain. Assume
there exists P C R which satisfies the following:

(a) prl,pgePthenpl @ngP,

(b) Ifpi,po € Pthenp; O ps € P,

(© 0¢P,

(d) Leta € R. Then at least one of the following is true: a € P, ©a € P, a = 0.
We call P a positive cone on the integral domain R.

I1. We use P to define on R an “order relation” a < b as follows: Let a,b € R. We define

(3.22) a <b ifandonlyif boae P (“aislessthan?d”),

(3.23) a <b ifandonlyif a <bora=>, (“aislessthan orequal?d”’),
(3.24) a >b ifandonlyif b <a, (“ais greaterthan?b”),

(3.25) a >b ifand onlyif b <a. (“ais greater than or equal b”),

We say that < is the order induced by P, and we call the quadruple (R, &, ®, P) an ordered
integral domain. Leta € R. If a € P then we call a a positive element of R, and if ©a € P
then we call a a negative element of R. If a is positive or zero then we call a nonnegative, and
if a is negative or zero then we call a nonpositive. [J

Proposition 3.32. Each of the following algebraic structures is an ordered integral domain:

(@) (Z,+,-,N): The integers with addition and multiplication: The positive cone is the
subset of all natural numbers.

(b) (Q,+,-,Q=0): The rational numbers with addition and multiplication: The positive
cone Q. is the subset of all fractions . where both m, n are positive integers. 3

(c) (R,+,-,Rx0): The real numbers with addition and multiplication. The positive cone
here is 0, ool.
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Notation: In this entire chapter we assume that a fixed ordered integral domain (R, ®, ®, P)
is given and phrases such as “let a € R” refer to elements of that integral domain. We further
assume that order relations such as “a < b” and “a > b” refer to the order induced by the
positive cone P.

Definition 3.12 (Intervals in Ordered Integral Domains).

(A) For the following let a,b € (R, ®,®, P).

[a,b]r :={z € R:a <z < b} is called the closed interval with endpoints a and b.
la,blr :={z € R:a <z < b}is called the open interval with endpoints a and b.

[a,blr:={r € R:a<xz<b}and]a,blr :={z € R:a < x < b} are called half-open intervals
with endpoints a and b.

(B) We generalize the symbol “co” from real numbers (see Definition 2.19 on p.13) to arbitrary
ordered integral domains as follows. The symbol “oo” stands for an object which itself is not an
element of (R, ®, ®, P) but is larger than any of its elements, and the symbol “Soo” stands for
an object which itself is not an element of (R, ®, ®, P) but is smaller than any of its elements.
We thus have ©oo < z < oo for any € R. We write goo when we mean “either ©oo or ©00.”

We now define
|]©,alp == {r€R:z<a} |©o0,alg:={r€R:z<a}
la,o[r == {x € R:z > a} [a,0[r == {x€R:z>a}. O

Proposition 3.33 (B/G prop.2.2 and B/G prop.8.27). Let a € R. Then either a € P or ©a € P or
a=0.

Proposition 3.34 (B/G prop.2.13 and B/G prop.8.38). If (R, ®, ®, P) is an ordered integral domain,
then P = {zeR:x>0}

Proposition 3.35 (B/G prop.2.3 and B/G prop.8.28). The multiplicative unit 1 of R belongs to P.

Proposition 3.36. Ifa € Rthena ® 1 > a.

Corollary 3.3. 1 > 0.
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Proposition 3.37 (B/G prop.2.4 and B/G prop.8.29). Let a,b,c € R.

(3.26) If a <band b < ¢, then a<c

Proposition 3.38. Let a,b,c € R.

(3.27) If a <band b < ¢, then a<ec

Proposition 3.39 (B/G prop.2.5 and B/G prop.8.30). For each a € R there exists p € P such that
a®p>a.

Proposition 3.40 (B/G prop.2.6 and B/G prop.8.31). Let a,b € R. Ifa < b < a thena = b.

Proposition 3.41 (B/G prop.2.7 and B/G prop.8.32). Let a,b,c,d € R. Then
(@) Ifa<b then a®c<bdc

) Ifa<band (c<d) then a®c<bdd

(c) If0<a<band0<c<d then ac<bd.

(d If0<a<band0<c<d then ac<bd.

(e) Ifa<bandc <0 then bec < ac.

Proposition 3.42 (B/G prop.2.8 and B/G prop.8.33). Let a,b € R. Then either a < b or a =b
or a>b.

Proposition 3.43. Let a,b € R. Then

(a) ab>0 < a,b>00ra,b<0,
(b) ab< 0 < [eithera>0andb<0]or[a<0andb>0]
(c) ab=0 & a=00rb=0

Proposition 3.44 (B/G prop.2.9 and prop.8.34). Let a € R. If a # 0 then a® € P.
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Proposition 3.45 (B/G prop.2.10 and B/G prop.8.35). The equation x> = ©1 has no solution (in
R).

Proposition 3.46 (B/G prop.2.11 and B/G prop.8.36). Let a € Rand p € P. If ap € P, then
a€P.

Proposition 3.47 (B/G prop.2.12 and B/G prop.8.37). Let a,b,c € R. Then

(@) ©a< ©b ifandonlyif a > b.
(b) Ifc>0andac <bc then a <b.
(c) Ifc<Oandac <bc then b<a.
(d Ifa<band0 <c then ac < bc.

Definition 3.13 (Absolute value). For an element z of the ordered integral domain R, we define
its absolute value as
r ifzx >0,
|z| =

ox ifz <O.

Proposition 3.48 (Generalization of B/G prop.10.5). Let z,y € P U {0}, i.e., z,y > 0. Then

(a) x <vyifandonlyif x> < 32,
(b) z=yifand onlyif 2* = y?,
(0 = <yifandonlyif 2* < y>.

Proposition 3.49 (B/G prop.10.6). Let a € R. Then |a|? = a>.

Proposition 3.50 (B/G prop.10.7). Let a,b € R. Then |a| < |b] & a® < b%

Proposition 3.51 (B/G prop.10.8). Let a,b € R. Then the following holds:
(@) |a| =0ifand onlyifa =0,
(b) |ab] = |a| ®|b],
(c) ©Sla] < a < |4,
(d) ladb| < la| @b,
(e) ifob < a < bthen |a| <b,in particular, b > 0.
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Proposition 3.52 (B/G prop.10.10). If a,b,c € R, then
(@) |acb=0< a=b,

(b) lacb =boad,

(c) |aob <|lacc|D|cod),

(A |aobl>|lal e b

Proposition 3.53. This proposition is similar to prop.3.51(e).
Let a,b € R such that both #1) ©a < band #2) a < b. Then |a| < b.

3.5 Minima, Maxima, Infima and Suprema in Ordered Integral Domains

Definition 3.14 (Upper and lower bounds, maxima and minima). Let A C R and let/,u € R.

(@) We calll alower bound of Aif] < aforall a € A.

(b) We call u an upper bound of Aif u > a foralla € A.

(c) We call A bounded above if this set has an upper bound.

(d) We call A bounded below if A has a lower bound.

(e) We call A bounded if A is both bounded above and bounded below.
(f) A minimum (min) of A is a lower bound [ of A such that! € A.

(g) A maximum (max) of A is an upper bound u of A such thatu € A. [

Proposition 3.54. Let A C R. If A has a maximum or a minimum, then it is unique.

Definition 3.15. Let A C R. If A possesses a minimum, we write
min(A) or min A

for this uniquely determined element of R. Likewise, if A possesses a maximum, we write
max(A) or max A

for that uniquely determined element of R. [J

Definition 3.16. |%| Let A C R. We define

Apws = {l € R: lislower bound of A}

3.28
(3.28) Ayps = {u € R : uis upper bound of A}. [
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(a)

(b)

Definition 3.17 (Infimum and supremum in an ordered integral domain).
Let A be a nonempty subset of R.

If max(A,5) exists then it is unique by prop.3.54. We write inf(A) or g.Lb.(A) for
max(Ag,s) and call this number the infimum or greatest lower bound of A.

If min(A,,,;) exists then it is unique by prop.3.54. We write sup(A) or L.ub.(A) for
min(A,,,;) and call this element of R the supremum or least upper bound of A. [J

(a)

(b)

Notation 3.2. Notational conveniences:

We may drop the parentheses in expressions like max(A), sup({ f(x) : « € B}) (here
f + X — Ris a function which takes values in an ordered integral domain R and
where B C X), etc,, if this does not lead to any confusion. We also can write the
above as max A and sup{f(x) : € B}.

If A consists of two elements z,y € R, i.e., A = {z,y} then it is customary to write
max(x,y), min(z,y), sup(z,y), and inf(z,y). O

Proposition 3.55. Let A C R. If A has a maximum then it also has a supremum, and max(A) = sup(A).
Likewise, if A has a minimum then it also has an infimum, and min(A) = inf(A).

(a)
(b)

()

Proposition 3.56. Let ) # A C B C R.

If both A and B possess an infimum (resp., supremum) then
inf(A) > inf(B) (resp., sup(A) < sup(B)).

If both A and B possess a minimum (resp., maximum) then
min(A) > min(B) (resp., max(A) < max(B)).

If both A and B possess a minimum (resp., maximum) and min(B) ¢ A (resp., max(B) ¢ A) thej
min(A) > min(B) (resp., max(A) < max(B)).

Definition 3.18 (Supremum and Infimum of unbounded and empty sets). || *
Let A C R. If A is not bounded above, we define

(3.29) sup A = oo
If A is not bounded below, we define
(3.30) inf A = Soo

Finally, we define
(3.31)

sup ) = Soo, inf ) = ®oo. O
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Proposition 3.57. Let AC B C R.
(a) Ifinf(A) and inf(B) both exist then inf(A) > inf(B).
(b) Ifsup(A) and sup(B) both exist then sup(A) < sup(B).

Proposition 3.58. Let A C Rand x € R. Then

(3.32) r<a forallac A & ©x>d foralld € A,
(3.33) € Aps & O € (OA)upps,

(3.34) OApws = (OA)upps,

(3.35) z>a forallae A & oz <d foralld € OA,
(3.36) TE€Ays < 0z € (8A)Luws

(3.37) OAums = (OA)pws, -

Proposition 3.59. Let ) # A C R. If the maximum of Ay, exists, the following holds true:

A has lower bounds, ©A has lower bounds, the minimum of (©A) uppt €Xists, and we have

(3.38) ©max(Agys) = min ((eA)uppﬁ),
(3.39) ©min(A,y;) = max ((GA)[,,WE).

Corollary 3.4. The following equations are to be understood in the sense that if the item on the left
exists and vice versa, and both sides then are equal.

(3.40) oinf(4) = sup(SA),
(3.41) &sup(A) = inf(6A4),

(3.42) ©min(4) = max(©A).
(3.43) ©max(A4) = min(6A4),

Proposition 3.60. Let a, b be nonnegative elements of R. Then

(3.44) |b© al < max(a,b), ie.,
(3.45) ©max(a,b) <boa < max(a,b).
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Corollary 3.5. Let a,b,c € R such that 0 < a,b < c¢. Then

(3.46) ©c <boa < c

4 Logic %

5 Relations, Functions and Families

5.1 Cartesian Products and Relations

Definition 5.1 (Cartesian Product of Two Sets). The cartesian product of two sets A and B is
Ax B := {(a,b):a € A b€ B},

i.e., it consists of all pairs (a,b) witha € Aand b € B.

Let (a1, b1), (az,b2) € A x B. We say they are equal, and we write (a1, b1) = (a2, b2) if and only
if a] = a9 and b1 = b2.

As a shorthand, we abbreviate A% := A x A.

It follows from this definition of equality that the pairs (a, b) and (b, a) are different unless a = b. In
other words, the order of a and b is important. We express this by saying that the cartesian product
consists of ordered pairs. [

Definition 5.2 (Relation). Let X and Y be two sets and R C X x Y a subset of their cartesian
product X x Y. We call R a relation on (X, Y). A relation on (X, X) is simply called a relation
on X. If (z,y) € R we say that = and y are related and we usually write xRy instead of
(z,y) € R.

A relation on X is
(a) reflexive if xRz forallz € X,
(b) symmetric if 21 Rz implies zo Rz for all 1,29 € X,
(c) transitive if 21 Rxy and z9Rxs implies x1 Rxs for all x1, x92, 23 € X,
(d) antisymmetric if 21 Rz2 and xo Rz implies 21 = 3 forall 1,20 € X. O

Definition 5.3 (Equivalence relations and equivalence classes). Let R be a relation on a set X.
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(a)
(b)

(c)

If Ris e reflexive, @ symmetric,  transitive, we call R an equivalence relation on X.

For an equivalence relation R it is customary to write  ~ 2’ rather than xRz’ (or
(xz,z') € R). We say in this case that = and 2’ are equivalent.

Given is an equivalence relation “~” on a set X. For z € X let
(5.1) [z]~ := {2’ € X :2' ~ 2} = {allitems equivalent to = }.

We call [z]~. the equivalence class of z. If it is clear from the context what equivalence
relation is referred to then we can write [z] instead of [z].. O

(a)
(b)
(c)

Proposition 5.1 (see [1] B/G prop.6.4 & B/G prop.6.5). Let “ ~" be an equivalence relation on a
nonempty set X and x,y € X. Then

z € [z],
z~y & [z] =y,
either [x] = [y] or [z] N [y] = 0.

(a)
(b)

(c)

(d)

Proposition 5.2 (see [1] B/G prop.6.6 for parts (a) and (b)).

Let “ ~" be an equivalence relation on a nonempty set X and let &, := {[z] : x € X } be the set
of all its equivalence classes. Then .. is a partition of X.

Conversely, let & be a partition of X and define a relation “~ " on X as follows: x ~5 y <
there is P € &2 such that x,y € P. Then ~ % is an equivalence relation on X.

Let “~” be an equivalence relation on X. Let &7 be the associated partition of its equivalence
classes. Let “~ 5_ " be the equivalence relation associated with the partition &... Then “~ 5 " =
“~" (i.e., both equivalence relations are equal as subsets of X x X.

Let & be a partition of X. Let ~ 5 be the associated equivalence relation defined in part (b). Let

P, be the associated partition of its equivalence classes. Then . ,, = 2.

Definition 5.4 (Partial Order Relation). Let R be a relation on a set X.

If R is reflexive, antisymmetric and transitive, it is called a partial ordering of X aka partial
order relation on X. It is customary to write “z < y” or “y > z” rather than “xRy” for a
partial ordering R. We say that “x before y” or “y after z”.

We then call (X, <) a partially ordered set aka POset. [

Remark 5.1. The properties of a partial ordering can now be phrased as follows:
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(5.2) x =z forallz € X reflexivity
(5.3) r=yandy <z = y==x antisymmetry
(5.4) r=yandy<z = x=z transitivity [

Definition 5.5 (Linear orderings). || %

(@) Let (X, <) be a nonempty POset, i.e., < is a partial ordering on X (see Definition 5.4 on
p-37). We say that < is a linear ordering , also called a total ordering of X if and only
if, for all z and y € X such that z # y, either z < y or y < z. We call (X, <) a linearly
ordered set or a totally ordered set set.

(b) Let (X, <)beanonempty POsetand C' C X. Cisachainin X if (C, <) is linearly ordered
(with the same ordering). [

Definition 5.6 (Inverse Relation). || %

Let X and Y be two sets and R C X x Y arelation on (X,Y). Let

R ={(y2): (z,y) eR}.

Clearly R~! is a subset of Y x X and hence a relation on (Y, X). We call R~! the inverse
relation of the relation R. [

5.2 Functions (Mappings) and Families
5.2.1 Some Preliminary Observations about Functions

5.2.2 Definition of a Function and Some Basic Properties

Definition 5.7 (Mappings (functions)). Given are two arbitrary nonempty sets X and ¥ and a
relation I on (X, Y") (see 5.2 on p.36) which satisfies the following:

(5.5) for each = € X there exists exactly one y € Y'such that (z,y) € I.

We call the triplet f(-) := (X,Y.T") a function or mapping from X to Y. The set X is called
the domain or source and Y is called the codomain or target of the mapping f(-). We will
usually use the words “domain” and “codomain” in this document.
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Usually mathematicians simply write f instead of f(-) We mostly follow that convention, but
sometimes include the “(-)” part to emphasize that a function rather than an “ordinary”” ele-
ment of a set is involved. We write I'y or I'(f) if we want to stress that I" is the relation asso-
ciated with the function f = (X,Y,I'). Let x € X. We write f(x) for the uniquely determined
y € Y such that (z,y) € I'. It is customary to write

(5.6) f: XY, x— f(x)

instead of f = (X,Y,I') and we henceforth follow that convention. We abbreviate that to
f X — Y ifitis clear or irrelevant how to compute f(x) from z. We read the expression
“a — b” as “a is assigned to b” or “a maps to b”.

We call I the graph of the function f. Clearly

(5.7) I' =Ty =T(f) = {(z, f(x)) :x € X}.

We refer to — as the maps to operator or assignment operator.

Domain elements € X are called independent variables or arguments and f(z) € Y is
called the function value of z. The subset

(5.8) f(X) ={yeY:y=f(z)forsomezr € X} = {f(z):xz € X}

of Y is called the range or image of the function f(-).

We say “f maps X into Y” and “ f maps the domain value x to the function value f(z)”.

We say that two functions f = (X,Y,I') and f' = (X', Y’ T") areequal if X = X', Y =Y’, and
I' = T". Note that X = X’ follows from I = I because

r€X & (v,y) €T for some (unique) y € Y & (z,y) €' forsomey €Y < ze€ X'. O

Figure 5.1 on p.40 illustrates the graph of a function as a subset of X x Y.

Definition 5.8 (Function composition). Given are three nonempty sets X,Y and Z and two
functions f : X =+ Y and g :Y — Z. Given z € X we know the meaning of the expression
9(f(2)):

y := f(z) is the function value of x for the function f, i.e., the unique y € Y such that (z,y) €
Iy

z:=g(y) =g(f (a:)) 1s the funct1on value of f(x) for the function g, i.e., the unique z € Z such
that (f x,z):(f f(z))) €Ty.
The set T := { (=, g(f :x € X)} is arelation on (X, Z) such that

(5.9) for each z € X there exists exactly one z € Z,namely, z = g(f(x)), such that (z, z) € T.
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i) X

Figure 5.1: Graph of a function.

It follows that I is the graph of a function » = (X, Z,T") with function values h(z) = g(f(x))
for each x € X. We call h the composition of f and g and we write h = g o f (“g after f”).
As far as notation is concerned it is OK to write either of g o f(x) or (g o f)(x). The addi-

tional parentheses may give a clearer presentation if f and/or g are defined by fairly complex
formulas. [

v Iy 2 ()
(5.10) Function composition g ON l g gof IQ
Z 9(f(x))

Definition 5.9 (Constant functions). Let Y be a nonempty set and yo € Y. You can think of yg
as a function from any nonempty set X to Y as follows:

yo() : X =Y, T~ 1.

In other words, the function y(-) assigns to each € X one and the same value yy. We call
such a function which only takes a single value a constant function.

The most important constant function is the zero function 0(-) which maps any z € X to

the number zero. We usually just write 0 for this function unless doing so would confuse the
reader. [J
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Definition 5.10 (identity mapping). Given any nonempty set X, we use the symbol idx for the
identity mapping defined as
dx : X = X; T x.

We drop the subscript if it is clear what set is referred to. [

5.2.3 Examples of Functions

5.2.4 A First Look at Direct Images and Preimages of a Function

Definition 5.11. Let X,Y be two nonempty sets and f : X — Y. We associate with f the
functions

(5.11) f:2X oV, A f(A) :={f(a):ac A},
(5.12) ffl2¥ 59X Be fYB):={xreX: f(x)e B}

We call f : 2% — 2Y the direct image function and f~! : 2¥ — 2% the indirect image function
or preimage function associated with f: X — Y.

For each A C X we call f(A) the direct image of A under f, and for each B C Y we call
f~1(B) the indirect image or preimage of B under f. [

Remark 5.2 (Notational conveniences II:). In probability theory the following notation is also
very common:

{feB}:=fB), {f=vy}=1y}
Let Z be either of Z,Q,R. Assume that the codomain of f is considered a subset of #. Let
a,b € #Z such that a < b. We write {a < f < b} := f1([a,b]%), {a < f <b}:= f~1(la,b[z),

{a < f <b}:=fYa,b[z), {a < f<b}:=fa,blzg), {f <b}:=f"1]—o00,blg)etc. O

Proposition 5.3. Some simple properties:

(5.13) f@) = f710) =0

(5.14) A € Ay C X = f(A1) C f(Aa) (monotonicity of f{...})

(5.15) By € By C Y= fYBy) C f By (monotonicityof f'{...})
(5.16) z e X= f({z}) = {f(2)}

(5.17) f(X) =Y <& fis“surjective” (see def.5.12 on p.42)

(5.18) YY) = X always!
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5.2.5 Injective, Surjective and Bijective functions

Definition 5.12 (Surjective, injective, bijective). Let f : X — Y, with graph I';.
a. Surjectivity: It need not be true that f(X) = {f(x) : z € X} equals the entire codomain Y/,
i.e., that

(5.19) for each y € Y there exists at least one « € X such that (z,y) € T';.

Butif f(X) =Y, ie., if (5.19) holds, we call f surjective aka surjection. aka onto function.
We also say that f maps X onto Y.

b. Injectivity: It need not be true that if y € f(X), then y = f(z) for a unique z, i.e., that if
there is another z; € X such that also y = f(z;) then it follows that z; = x. But if this is the
case, i.e., if

(5.20) for each y € Y there exists at most one x € Xsuch that (z,y) € I'y.

then we call f injective aka injection aka one to one function.

We can express (5.20) also as follows: If z,21 € X and y € Y are such that (z,y) € 'y and
(w1,y) € T'y then it follows that 21 = .

c. Bijectivity: Let f : X — Y be both injective and surjective. Such a function is called
bijective, aka bijection. We often write f : X — Y for a bijective function f.

It follows from (5.19) and (5.20) that f is bijective if and only if
(5.21) for each y € Y there exists exactly one = € Xsuch that (z,y) € I'y.

We rewrite (5.21) by employing I' s inverse relation F]TI ={(y,z) : (z.y) € I'} (see def. 5.6 on
p-38) and obtain

(5.22) for each y € Y there exists exactly one = € Xsuch that (y,z) € F;l.

But this implies, according to (5.5), that F;l is the graph of a function g := (Y, X, 171) with
domain Y and codomain X where, for a given y € Y, g(y) stands for the uniquely determined
x € X such that (y,z) € 171. Note that

(5.23) Iy =T,

We call g the inverse mapping or inverse function of f and write f~! instead of g. O
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Notation 5.1. We will occasionally use special arrow symbols to give a visual clue about injec-
tivity, surjectivity and bijectivity of a function.
fo i g : ’ N
a) f:X —»Yand X - Y indicate that the function f is surjective,

b) f: X —Yand X >i Y indicate that the function f is injective,
0 f:X S Yandf:X =, Y indicate that the function f is bijective. [
Moreover, X =Y implies that there exists a bijection between the sets X and Y.

Remark 5.3.
(a) It follows from (5.23) that

(5.24) =Ty,

(b) Each z € X is mapped to y = f(x) which is the only element of Y such that f~1(y) = z,
(c) Each y € Y is mapped to z = f~!(y) which is the only element of X such that f(z) = y.
(d) It follows from (b) and (c) that

(5.25) ifre X,yeYthen f(z)=y & z=f(y).

(e) It also follows from (b) and (c) that f~'(f(z)) = z forallz € X and f(f~'(y)) = yforally € Y.
In other words, f~! o f =idx and f o f~! = idy. Here is the picture:

Y X
(5.26) Inverse function: id& ‘ ! idx( ‘ f O
X Y

Theorem 5.1 (Characterization of inverse functions). Let X and Y be nonempty sets and f : X —
Y. The following are equivalent:

(a)  f is bijective.

(b) Thereexists g: Y — X such that both g o f = idx and f o g = idy.

Proposition 5.4. Let (R, &, ®, P) be an ordered integral domain

(A) Let b € R. Then the function

T:R— R, xz—2x®b,

43 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

is a bijection.
(B) Let a € R, a # 0. Then the function

D:R—-a®GR;, z—abux,

is a bijection. (As usual, a ®© R = aR = {a ®©r:r € R}.)

Proposition 5.5. Let X, Y, Z # 0. Let f: X - Yandg:Y — Z.

(a) Ifboth f, g are injective then g o f is injective.
(b) Ifboth f, g are surjective then g o f is surjective.
(c) Ifboth f, g are bijective then g o f is bijective.

Corollary 5.1. Let X, Y, Z # 0. Let f : X Y andg:Y — Z.
(a) If f is bijective and g is injective then both g o f and f o g are injective.
(b) If f is bijective and g is surjective then both g o f and f o g are surjective.
(c) If f is bijective and g is bijective then both g o f and f o g are bijective.

Proposition 5.6. | * | Let X be an arbitrary set and let A be a nonempty proper subset of X. so that

X = Al AC is a partitioning of X into two nonempty subsets A and AL, Let a € A, ag € A and
A" = (A\{a}) ¥ {ao}. Then the function

~ i ,
p: A5 A wv—>{x fx;éao
a ifr=ap

is a bijection.

Proposition 5.7. Let X, Y # (. Let f : X =Y and g : Y — X such that go f = idx. Then
(a) f is injective,
(b) g is surjective.

Proposition 5.8. Let X,Y # 0.
(a) Let f: X — Y.If fisinjective then there exists g : Y — X such that g o f = idx and any such
function g is necessarily surjective.
(b) Letg:Y — X. If gis surjective then there exists f : X — Y such that g o f = idx and any
such function f is necessarily injective.
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Definition 5.13 (Left inverses and right inverses). Let X, Y # 0. Let f: X - Yandg: Y — X
such that g o f = idx. We say that

(@) f possesses a left inverse,
(b) gis aleftinverse of f,

(c) g possesses a right inverse,
(d) fisarightinverseofg. O

Theorem 5.2. Let X,Y # ().
(a) Letf:X —Y.Then fisinjective < f has a left inverse (which is necessarily surjective).
(b) Letg:Y — X. Then g is surjective < g has a right inverse (which is necessarily injective).
(c) Aninjection X — Y exists < asurjection Y — X exists.

5.2.6 Binary Operations and Restrictions and Extensions of Functions

Definition 5.14 (Binary and unary operations). | % || Let X be a nonempty set.

A binary operation on X is a function

(5.27) o X x X —X; (r,y) — zoy =o(x,y).

A unary operation, on X is a function
(5.28) o: X — X; z+— ox) O

One often writes z® or ex instead of e(z). For example, —z instead of —(x) and 2! rather than

~L(z).

Definition 5.15 (Restriction/Extension of a function). Given are three nonempty sets A, X and
Y such that A C X and a function f : X — Y with domain X.

(@) We define the restriction of f to A as the function

(5.29) f|A :A—Y defined as f‘A(x) = f(z) forall x € A.

(b) Conversely,let f: A — Y and ¢ : X — Y be functions such that f = <p| 4
We then call ¢ an extension of f to X. O
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Proposition 5.9. Let X,Y be nonempty sets. Let f : X — Y be bijective

(@) Let0#ACX,B:=f|,(A)={f(a):acA}.*Let f': A— B; x> f(x)ie, [ =
that we have shrunken the codomain'Y to B. Then f’ is bijective.
(b) LetW#V CY.LetU:={ze€X:flx)eV} Let f":U—V; v f(x),ie, f'=

that we have shrunken the domain X to U. Then f" is bijective.

5.2.7 Real-Valued Functions and Polynomials

Definition 5.16 (Real-Valued Function).

Let X be an arbitrary, nonempty set. If the codomain Y of a mapping
f: X—-Y; z— f(z)

is a subset of R, then we call f(-) a real function or real-valued function. [

Definition 5.17 (Operations on real-valued functions). | %

Let X be an arbitrary nonempty set.

Given are two real-valued functions f(:),¢(-) : X — R and a real number a. The sum f + g,
difference f — g, product fg or f - g, quotient f/g, and scalar product af are defined by

doing the operation in question with the numbers f(x) and g(z) for each z € X. In other words

these items are defined by the following equations:

(f +9)(x) := f(z) + g(2),

(f = 9)(z) := f(z) — g(2),
(5.30) (f9)(z) = f(z)g(z),
(f/9)(x) := f(z)/g(x) for all z € X where g(x) # 0,
(af)(z) :=a-g(z). O

Definition 5.18 (Negative function).

Let X be an arbitrary, nonempty set and let f : X — R. The function
—f(): X =R x— —f(x).

is called negative f or minus f. We usually write —f for —f(-). O

Definition 5.19 (Polynomials). Let A be subset of the real numbers and let p(-) : A — R be a
real-valued function on A. p(-) is called a polynomial. if there is an integer n > 0 and real
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numbers a1, ag, . . . , a, which are constant (they do not depend on z) so that p(-) can be written
as a sum
n .
(5.31) p(x) = ap+ a1z + asx® + ... +apz" = Z a;x’.
§=0

In other words, polynomials are linear combinations of the monomials = — 2% (k € (Z)>0 .
If a, # 0 then we call n the degree of p. The zero function z + 0 = 0-z° is a polynomial which
we call the zero polynomial. Note that it has no degree because we cannot represent it in the
form (5.31) with a non-zero coefficient a,,. We call z € A a root of the polynomial p if p(z) = 0.

If we talk about polynomials without explicitly specifying the domain then it is implied that
the domainis R. [

Proposition 5.10. If p\ and p, are polynomials and if X € R then

(a) The sum x — pi(x) + po(x) is a polynomial.
(b)  The “scalar product” x — Ap1(z) is a polynomial.

5.2.8 Families, Sequences, and Functions as Families

Definition 5.20 (Indexed families). Let J and X be nonempty sets and assume that
for each 2 € J there exists exactly one indexed item z, € X.

(@) We write (z,),e for this collection of indexed elements and call it an indexed fam-
ily or simply a family in X.

(b) Jis called the index set of the family.

(c) Foreach € J, z,is called a member of the family (z,),c;. O

Remark 5.4.
e Every family (z,),cs in X can be interpreted as a function

z(-): ] —X; 1z, O

Definition 5.21 (Equality of families). Two families (x;);c; and (y;) e are equal if

@ I=1J,
(b) z;=uy;forallicl. O
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Note 5.1 (Simplified notation for families).

If there is no confusion about the index set then it can be dropped from the specification of a
family and we simply write (z,), instead of (z,),c;. We even may shorten this to (z,) if doing
so does not lead do confusion.

Definition 5.22 (Sequences and subsequences). Let n, € Z, let
J:=ny,o0z=1{ke€Z:k>n.}.

Let X be an arbitrary nonempty set. An indexed family (z,),cs in X with index set J is called
a sequence in X with start index n,. We will also write

(Tn)n>n, OF (Tn)pepn, OF Tn,,Tn,i1sTn,is,---

for this sequence. As for families, the name of the index variable of a sequence is unimportant
as long as it is applied consistently. It does not matter whether one writes, e.g.,

(Tn)n>n, o (xj)jzn* or (xﬁ)ﬁzn* or (xA)ilO:n*-é

Let (n;)32, be a sequence of integers n; such that

1 n; € J (ie., asequence of indices for the above sequence ()32, )
2) i<j=mn;<njforalli,jeN.

Note that n; € J for all j € N implies n, < n; < ng < .... If we write I := {n; : j € N}
then we see that (z,,)ner = (2, ;)jeN, thus this object is an indexed family whose index set [ is a
subset of the original index set J. We call (zn;)jen = (2n,)72, a subsequence of the sequence
()52, This is an appropriate name since we obtain (z,,)72, from (z;);ec; by removing all
members z,, such that none of the n; equals n. Be sure to understand that, according to this
definition, the sequence (n;);en is a subsequence of the full sequence of indices (n)5>,, . We
will also write

(Tn;)jeNn OF  (Tn;)j>1 OF (Tn;)j21 OF Tpy, Ty, Tng,- - -

for this subsequence. [

Note 5.2 (Simplified notation for sequences).

(a) Itis customary to choose either of i, j, k, [, m, n as the symbol of the index variable
of a sequence and to stay away from other symbols whenever possible.

(b) By default the index set for a sequenceis N = {1,2,3,4,...}.

(¢) We are allowed to write (zy,)y or just (z,) if there is no confusion about the value
of ny or if this value is irrelevant for the statement at hand.

(d) Customary simplified notation for subsequences is either of (v,)jen, (7n,)j>1,

(z,); or simply (zy,;).
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Compare this to note 5.1 about simplified notation for families. [

Assumption 5.1 (indices of sequences). Unless explicitly stated otherwise, sequences are al-
ways indexed 1,2, 3, ..., i.e,, the first index is 1, there is no largest index and, given any index,
you obtain the next one by adding 1 toit. [J

In contrast to sets, families and sequences allow us to incorporate duplicates.

Proposition 5.11 (Functions are families and families are functions). The following two ways of
specifying a function f : X =Y, x> f(x) are equivalent:

(a) fisdefined by its graph {(z, f(z)) : x € X}.

(b) [ is defined by the following family in Y: (f(x))zex

5.3 Right Inverses and the Axiom of Choice |[*

Definition 5.23 (Choice function). Let &/ be a collection of nonempty sets and let €2 be a set
such that [ J[A : A € &] C Q. Let the function

c:d —Q satisfy c(A) € A forall A € o

Then we call ¢ a choice function’ on &. [

Proposition 5.12. Let X, Y # ().
Let g : Y — X. If g is surjective then there exists f : X — Y such that go f = idx.

Proposition 5.13. Assume that each surjective function possesses a right inverse. Assume further that
& is a collection of nonempty sets. Then there exists a choice function on o .

Theorem 5.3. The following are equivalent.
(a) Forany sets X,Y # () and surjective g : Y — X there exists a right inverse for g, i.e., a
function f: X — Y such that go f =idx.
(b) The Axiom of Choice holds: For any collection &/ of nonempty sets there exists a choice
function on &, i.e., a function ¢ : & — | J[A : A € & such that ¢(A) € Aforall A € &.
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6 The Integers

Note to Math 330 students: You should read this chapter in parallel with chapters 2,4, 6 and 7
of [1] Beck/Geoghegan Art of Proof

6.1 The Integers, the Induction Axiom, and the Induction Principles

Since addition and multiplication are associative in integrals domains (R, &, ®) we will hene-
forth write a ® b @ c for either of (a ®b) B c,a® (b P ¢),and a ® b ® ¢ for either of (a ® b) © ¢,
a® (b ©® c). Here we assumed that a, b, c € R.

The case of more than three operands will be taken care of later by Theorem 6.7 (Generalized
Law of Associativity) on p.55.

Axiom 6.1 (Integers and Natural Numbers).
We postulate the existence of two sets, Z and N, which satisfy the following:

(@) Zisendowed with two binary operations “+” (called addition) and “-” (called mul-
tiplication) and with a positive cone N such that (Z, +,-,N) is an ordered integral
domain. We denote the additive unit of this integral domain by 0 and its multi-
plicative unit by 1.

(b) Induction Axiom: Let A C Z such that

1 1eA,
(2) ke Aimpliesk+1 € A.
Then A D N.

We call Z the set of integers, and we call N the set of natural numbers. [

Definition 6.1 (Decimal Digits). We use 1 (the neutral element for “.”) and addition a + b to
define the following integers:

2:=1+1,3:=2+4+1,4:=3+1,5:=4+1,6:=5+1, 7T:=6+1,8:=7+1, 9:=8+1.

We call the elements of the set {0,1,2,3,4,5,6,7,8,9} digits aka decimal digits. [

Proposition 6.1. Let i, j,n € Z. Then

n+ic [’iaOO[Z@ n+je [j,oo[z-
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Corollary 6.1. Let ko,n € Z. Then

n € [ko,00[z < n—ko+1€N.

Theorem 6.1 (Generalization of the Induction Axiom). Let ko € Z and let

Apy = {k€Z:j> kot = [ko,0[z
be the set of all integers at least as big as ko. Let A C Z such that

(@) ko€ A,
(b) ke Aimpliesk+1 € A
Then A O Ag,.

Theorem 6.2 (Principle of Mathematical Induction). Assume that for each integer k > ko there is
an associated statement P (k) such that

A. Base case. The statement P (ko) is true.
B. Induction Step. For each k > ko we have the following: Assuming that P (k) is true
(“Induction Assumption”), it can be shown that P(k + 1) also is true.
It then follows that P(k) is true for each k > k.

Theorem 6.3 (Principle of Strong Mathematical Induction). Let ky € Z and assume that for each
integer k > ko there is an associated statement P(k) such that the following is valid:

A. Base case. The statement P (ko) is true.

B. Induction Step. For each k > ko we have the following: Assuming that P(j) is true
forall j € Z such that kg < j < k (“Induction Assumption”), it
can be shown that P(k + 1) also is true.

It then follows that P(k) is true for each k > k.

6.2 The Discrete Structure of the Integers

Theorem 6.4 (B/G Prop.2.20). If k € N, then

(6.1) k> 1.
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Proposition 6.2 (B/G Prop.2.21). There exists no x € Z such that 0 < z < 1.

Corollary 6.2 (B/G Cor.2.22). Let n € Z. There exists no x € Z such thatn < x < n + 1.

Proposition 6.3 (sharpening of B/G Prop.2.13). N = {k e Z: k > 1}.

6.3 Divisibility

Definition 6.2 (Divisibility).

(@) Letm,n € Z. We say that n divides m or, equivalently, that m is divisible by n if
there exists j € Z such that m = jn. We then write n | m, and we write n t m if n
does not divide m, i.e., there isno k € Z that satisfies m = kn.

(b) Letm € Z. We say that m is an even integer if 2 | m. We say that m is an odd integer
if mis not even, i.e, 2t m. O

Proposition 6.4. Let m,n € Z such that m # 0 and m | n, i.e., there exists j € Z be such that
n = j - m. Then j is uniquely determined.

Definition 6.3 (Quotients). Let d,n € Z such thatd | n and d,n # 0.
Let ¢ € Z be the unique integer for which n = ¢ - d. We write either of

%, n/d, mn-=+d instead of ¢,

and we call n the dividend or numerator, d the divisor or denominator, and ¢ the quotient
of the expression n/d. We also define % := 0if d # 0, but we leave { undefined for all n € Z.
O

Proposition 6.5 (B/G prop.1.16). If m and n are even integers, then so are m + n and mn.

Proposition 6.6 (B/G prop.1.17).

(a) If mis an integer then m | 0. In particular, 0 | 0.
(b) If mis a nonzero integer then 0 f m.
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Proposition 6.7 (B/G prop.2.18). Let n € N. Then
(a) n3 + 2nis divisible by 3,
(b) n* —6n3 + 11n? — 6n is divisible by 4,
(c) n?+niseven, ie., divisible by 2,
(d) n®+ 5nis divisible by 6.

Proposition 6.8 (B/G Prop.2.24). Let n € N. Then n? + 1 > n.

Proposition 6.9 (B/G prop.2.23). Let m,n € N. If m | n then m <n

6.4 Embedding the Integers Into an Ordered Integral Domain

Definition 6.4 (Natural Embedding of the Integers Into (R, &, ®, P)). | %

We define a function e : Z — R, partially by recursion, as follows.

(62) G(OZ) = 0R7
(6.3) e(n+1z) := e(n)®1r forn € [0,00[z,
(6.4) e(n) := ©e(—m) forne]—o0,—1]z.

We call e the natural embedding of Z into (R, ®,®, P). O

Theorem 6.5. Let R = (R, ®, ®, P) be an ordered integral domain.
The natural embedding e : (Z,+,-,N) — (R, ®, ®, P) which is defined as follows:

e(0z) = Or, e(n+1z) = e(n)®1r ifneN, e(n) = Se(—n) ifn<0

is an injective function with the following structure preserving properties (m,n € Z):

(a) e maps neutral element to neutral element: e(0z) = Og and e(1z) = 1g.

(b) Image of the sum = sum of the images: e(m + n) = e(m) @ e(n).

(c) Image of the product = product of the images: = e(m - n) = e(m) ® e(n).

(d) Image of the additive inverse = additive inverse of the image: e(—m) = Se(m).
=<

e
(e) e preserves the order: m < n < e(m) <e(n) andm <n < e(m) = e(n).
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Definition 6.5 (Ring homomorphism). || *

A function h : (R,®,0) — (R',&',0') between two commutative rings with unit and in
particular between two ordered integral domains ® which satisfies Theoremé6.5.a—d is called a
ring homomorphism.

Note that ring homomorphisms play for commutative rings with unit the role which group
homomorphisms play for groups. [

Theorem 6.6. Let R = (R, ®, ®, P) be an ordered integral domain which satisfies the induction axiom.
See Axiom 6.1 (Integers and Natural Numbers) on p.50.

Then the natural embedding e : (Z,+,-,N) — (R, ®,®, P) is an isomorphism of ordered integral
domains, i.e., e is bijective and it's inverse, e~ ! also satisfies (a)—(e) of Theorem 6.5.

6.5 Recursive Definitions of Sums, Products and Powers in Integral Domains

Assume in this entire chapter that R = (R, ®, ®, P) is an ordered integral domain

Definition 6.6. Let & € Z and let (xj);";k € R. For each n € Z such that £k < n, we define an

n
element of R, denoted Z Zj Or Tp ® Tp41 D - - D xy, asfollows.

j=k
k n-+1 n
(6.5) Q) >z = G > x5 =) 7 ® Tps1
Jj=k Jj=k Jj=k
n
We CallZa:j the sum of xx, zp11, ..., Tp—1,2,. O

j=k

Definition 6.7 (Definition of [[_; x;). Let k € Zand let ()32, € R. For each n € Z such that

n
k < n, we define an element of R, denoted H Zj OF Xy © Tpq1 - © xy, as follows.
=k
n+1 n

k
(6.6) @ J[z = = i J[z = [[z © znsr.
j=k Jj=k Jj=k

n
We call H xj the product of x, xp11,...,2n—1,2,. O
j=k
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Proposition 6.10 (B/G prop.4.15). Let m,n,k € Z, ¢ € R, and let ()32, be a sequence in R. Then
(@) co <Z xj> = Y (cOxj).
j=k =k

®) Ife;=1forallj € [kynlzthen S z;=noko L.
="

(c) Ifxj=cforall j € [k,n|z then i zj=nok®l)Oc
=k

Proposition 6.11 (B/G prop.4.16).
Let m,n,p € Z such that m < n < p, and let (mj)p and (yj) m be sequences in R. Then

(a)ixj— Z%@ Z L,

j=m Jj=n+1
p p
®) 3 (zj0y) = X 7 @ _Z Y-
J=m Jj=m Jj=m

Proposition 6.12 (B/G prop.4.17). Let m,n,p € Z such that m < n, and let (x;)}_,, be a sequence

. n+p
in R. Then Z Wy = D, Wi
Jj=m Jj=m-+p

Proposition 6.13 (B/G prop.4.18). Let m,n € Z such that m < n, and let (z;)}_,, and (y;)}_,, be

sequences in R such that x; < y; for all m < j < n. Then Z Wy £ Z Wy

j=m j=m

Theorem 6.7 (Generalized Law of Associativity).
Let x1,x2,...,z, € R. Then the formulas for associativity stated for n = 3,

o 1® (r2®uw3) = (v1Dx2) Das forsums
o 210 (x20x3) = (1 ©x2) ©®x3 for products

extend to x1, 2, . .., xy, in the following sense: It does not matter how parentheses are used to control
the order how the sum and the product of those n items is evaluated.

n n
e Moreover, the value of any such grouping is Z xj for summation and H x for products.
j=1 =1
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Definition 6.8. Let § € R. For any n € Z>( we define " € R recursively as follows:
(6.7) M B =1 i) g = pros.

In an expression of the form " we call g the basis, we call n the exponent, and we call 5" the
n—th power of 5. O

Proposition 6.14 (B/G prop.4.6: Arithmetic Rules for Exponentiation). Let § € R and k,m €
Z>(. We have the following:

(@) IfB > 0then B >0,
() pmoepk = pmtk,
(C) (er)k — ,Bmk

Proposition 6.15 (B/G prop.10.9). Let a € R such that 0 < a < 1, and let m,n € N such that
m > n. Then a™ < a™.

Proposition 6.16 (B/G prop.8.41). Let a € R. Then a® < a® if and only if a > 1.

Definition 6.9 (Finite Geometric Series). Let ¢ € Rand n € Z>.

n
We call a sum of the form Z ¢ afinite geometric series. [J
j=0

Proposition 6.17 (Finite Geometric Series Formula (B/G prop.4.13)). Let ¢ € R. If n € Z>( then

n
lego) ¢ =1
=0

6.6 Binomial Coefficients

Definition 6.10 (Definition of Factorials).
For any n € Z>o we define a natural number n! recursively as follows:
(6.8) i o := 1, i) (m+1)! =nl-(n+1).

We pronounce n! as n factorial. [
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Definition 6.11 (Binomial coefficients). Let n,k € Z such that 0 < k < n. We define the

. . . o n “ 4
binomial coefficient f (pronounced “n choose £”) as follows:

n 1 ifk=0ork=n,
6.9 p= - —
69) (k:) (Z B 1) + (n k 1) otherwise,i.e.,n>2and 0 < k <n. O

Proposition 6.18. Let n,k € Z such that 0 < k < n. Then

(6.10) (Z) = k'(%k)'

Lemma 6.1 (Symmetry and reduction lemma).

(6.11a) (Z) = ( " k) (0<k<n) symmetry
n p—
(6.11b) (Z) = % . (Z: 1) (1<k<n) reduction

Theorem 6.8 (Binomial theorem). Let R = (R, ®, ®) be an integral domain.
If ne€Z>y and a,b € R, then

(6.12) (a+b)" = S (”)akbn—k

Corollary 6.3. Let n € Z>q. Then Z <n) =
k=0

6.7 Bernstein Polynomials |[%
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Definition 6.12 (Bernstein Polynomials). || %

Let f : [0,1] — R be a real-valued function on the unit interval which need not necessarily be
continuous. If n € N then

(6.13) BI:R>R;, a— Bf(z) = zn: (Z)f(%):ck(l — o)k,
k=0

defines a function of the form (??) (see p.??), thus Blisa polynomial which we call the n-th
Bernstein polynomial associated with f(-). O

Proposition 6.19 (The Bernstein polynomials for 1,id(-),id?(-)). Let
(6.14) 1:z—1; id : x — x; id? : x> 22 0<x<1)

be the constant function 1, the identity function, and the square function on the unit interval [0, 1].
Then

6.15a) B! =1,

( n

6.15b) B4 = id

( 5 ;

(6.15¢) Bid* = %z’d + ol

In other words, for any real number x we have

B,lb(x) =1

BY(z) =id(z) =

g 1 —1 1 —1
Bif'(2) = ~id(a) + i (z) = ot D=2,

6.8 The Well-Ordering Principle

Theorem 6.9 (Well-Ordering Principle).

Every nonempty subset of N possesses a minimum, i.e., a smallest element.

Theorem 6.10 (Extended Well-Ordering Principle).

(a) Let A be a nonempty subset of Z which is bounded below. Then A possesses a minimum in Z.

(b) Let B be a nonempty subset of Z which is bounded above. Then B possesses a maximum in Z.

(c) Let C be a nonempty bounded subset of Z. Then C possesses both minimum and maximum
inZ.
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Proposition 6.20. Let () # AC B C Z

(a) If B is bounded below (resp., above), then min(A) > min(B) (resp., max(A) < max(B)).
(b) Ifalso min(B) ¢ A (resp., max(B) ¢ A), then min(A) > min(B) (resp., max(A) < max(B)).

Proposition 6.21 (N is unbounded in Z).
For any k € Z there exists n € N such that n > k, i.e., there are no upper bounds for N in Z.

6.9 The Division Algorithm

Theorem 6.11 (Division Algorithm for Integers (B/G thm.6.13)).
Let m € Zand n € N Then there exists a unique pair of integers q and r such that

(6.16) m =qn+r and 0<r<n.

We call q the quotient and r the remainder when dividing n into m.

Proposition 6.22 (B/G prop.6.15). Let m € Z.
Then m is odd if and only if there exists ¢ € Z such that m = 2q + 1.

Proposition 6.23. Any product of odd numbers is odd.

Proposition 6.24 (B/G prop.6.16). Let n € Z. Then n is even or n + 1 is even.

Proposition 6.25 (B/G prop.6.17). Let n € Z. Then n is even if and only if n? is even.

Proposition 6.26 (Division Algorithm for Polynomials (B/G prop. 6.18)). Let o, 8 € Z>( and let

a

B
(6.17) n(z) = Zaj:cj, m(z) = ijxj7
j=0

Jj=0

be two polynomials with real coefficients a;, bj such that n(x) is not the null polynomial p(x) = 0. Then
there exist polynomials q(x) and r(z) such that r(z) has degree less than o or r(x) = 0 (and hence has
no degree), such that

(6.18) m(z) = q(x)n(z) + r(z).
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Proposition 6.27 (B/G prop.6.19). Let p(x) be a polynomial and =z € R. Then z is a root of p if and
only if there exists a polynomial q(x) such that

(6.19) p(x) = (z—z)q(x) forallx € R.

6.10 The Integers Modulo n

Proposition 6.28 (B/G prop.6.24). For two integers a and b we define
(6.20) a~b ifandonlyif n|(a—0).

Then
(a) (6.20) defines an equivalence relation on Z ,
(b) The equivalence class for m € Z is [m] = [r|, where r is the remainder of m modulo n.
See thm.6.11 (division algorithm for integers) on p.59.
(c) Ifrel0,n—1)zthen|r]={gqn+r:q€Z}.
(d) This equivalence relation has exactly n distinct equivalence classes [0], [1],. .., [n — 1].

Definition 6.13 (Equivalence Modulo n).

(@) Wewrite e =b mod n for a ~ b. We call n the modulus, and we say that
a equals b modulo n.
(b) We write

(6.21) Z, =2/nZ = {[0],[1],...,[n—1]}

for the set of equivalence classes resulting from the equivalence relation a ~ b.
(See prop.6.28(b) above.) We call Z,, the set of integers modulo n. [

Proposition 6.29 (B/G prop.6.25).
Let a,a,b,b' € Z suchthat a ~a' and a ~d', ie, n|(a—ad') and n|(b-1).
Then a+b~d +b and ab~ d'b'.

Definition 6.14. Leta,b € Z.

We define addition [a|® [b] and multiplication [a] ® [b] for the corresponding equivalence classes
[a], [b] € Z,, in terms of ordinary addition and multiplication in Z as follows.

(6.22) [a] ® [b] := [a+ b]; [a] ©® [b] := [ab].

We further define [a]? := [1]. O
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Theorem 6.12 (B/G prop.6.26 and B/G project 6.27).
(a) The operations @ and © on Z,, of Definition 6.14 above turn (Z,,, ®,®) into a commutative
ring with unit.
b) (Z,,®,0) is an integral domain, i.e., there are no zero divisors, if and only if n is prime.

Proposition 6.30 (Arithmetic mod n). Let mi,ma,...my, a1,a2,...a; € Z. Then

(6.23) [y +ma+ - +mi] =[ma] & [ma] & - & [my],
(6.24) [m1-ma - -my] = [ma] © [ma] ©- - O [my],
k k
(6.25) D) a2l ] = el © [zl
i=1 =1

6.11 The Greatest Common Divisor

Lemma 6.2 (B/G prop.2.34). For m,n € Z let
(6.26) S :=S(m,n) := {k € N: k = mz + ny for some x,y, € Z}.

Then S is empty if and only if m = n = 0.

Lemma 6.3. For m,n € Z let S(m,n) be defined as in (6.26). Then
(@) S(m,n)=S(n,m),
(b) S(man) = S(_m7n) = S(m7 —7’L) = S(_mv —’I’L),
(©)  S(m,n) =S(Iml,|n|).

Definition 6.15 (Greatest Common Divisor).
For m,n € Zlet S = S(m, n) be the set defined in (6.26). Let

0 ifm=n=0,

(6.27) ged(m,n) = {

min(S) otherwise.

We call gcd(m, n) the greatest common divisor of m and n. O
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Proposition 6.31 (B/G prop.6.29). Let m,n € Z. Then
(a) ged(m,n) | mand gcd(m,n) | n,
(b) Ifm # 0orn #0then ged(m,n) >0,
(c) Letke Zsuchthatk | mandk |n. Then k | gcd(m,n).

Proposition 6.32 (B/G prop.6.30). Let k,m,n € Z. Then gcd(km,kn) = |k|-gcd(m,n).

6.12 Prime Numbers

Definition 6.16 (Prime numbers and prime factorizations).

(@) Letp e N,p > 2. pisa prime number or p is prime if ¢ € Z and ¢ | p implies that
q = %1 or ¢ = £p. We note that 1 is not prime.
(b) Letp € N,p > 2. pis called a composite number or just a composite if p is not

prime.
() Letm € N,m > 2. If there are primes py,...,p such that m = py - pa-- - pi, then
p1, ...,k are called factors or prime factors of m and p; - p2 - - - py is called a prime

factorization or just a factorization of m.

(d) If the prime factorizations of m,n € N both contain the prime number p then we
call p a common factor of m and n.

(e) Ifm € Zsatisfiesm < —2and if p-ps - - - pi is a prime factorization of the positive(!)
integer —m then we call —(p; - p2 - - - pi) a prime factorization of m. [

Proposition 6.33 (B/G prop.6.28). Let n € N such that n > 1. Then n has a prime factorization.

Lemma 6.4. Let p be prime and let n € N. We have the following:

(a) Either gcd(p,n) =1 or ged(p,n) = p.
(b) Ifptn (pdoes not divide n) then gcd(p,n) = 1.

Definition 6.17 (relatively prime). Let m,n € Z. We say that m and n are relatively prime if
their greatest common divisor satisfies

ged(m,n) =1. O
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Proposition 6.34.

Two natural numbers are relatively prime < they possess no common factors.

We next look at Euclids Lemma and the unqueness of prime number factorizations. Thm.6.13 below
states the following: Every integer > 2 can be factored uniquely (i.e. up to permutation) into primes.
The proof of that theorem requires Euclid’s lemma which in turn uses lemma 6.4 above.

Proposition 6.35 (B/G prop.6.31: Euclid’s Lemma for Two Factors).
Let p be prime and m,n € N. If p | (mn) then p | mor p | n.

The generalization of Euclid’s lemma to more than two factors is a straightforward proof by induc-

tion.

Proposition 6.36 (Euclid’s Lemma for more than two factors).

Let p be prime and my, ma, ..., mp € N. Ifp | (mima - --my,) then p | m; for some 1 < j < k.

Theorem 6.13 (B/G thm 6.32: Uniqueness of prime factorizations).
Every integer > 2 can be factored uniquely (i.e., up to permutation) into primes.

Notation 6.1 (“The” prime factorization of an integer greater than 1).

When we talk about prime factorizations of some n € [2, oo it usually does not matter in which order the prime
factors of n occur. We will in such instances talk about the prime factorization of n. For example, We might say,
“The prime factorization of n does not contain the number 2.” O

(a)
(b)
(c)
(d)

p1---Di-q1---q;is the prime factorization of m - n.

If p is a prime factor of m then p = p, for some suitable 1 < k <.

It follows from (b) that if p > py, for each 1 < k < i then p is not a prime factor of m.

If p is prime and p | mn then p is a prime factor of mn. If p is not a prime factor of m
then it follows from (a) that p is a prime factor of n. That is of course just a reformula-

tion of Euclid’s lemma, but note that we used the uniqueness of prime factorizations
to deduce this. O
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Proposition 6.37 (B/G Prop.6.33). Let a,b € N, and assume that a | b. Further, assume that p is a

, ) . b
prime factor of b that is not a prime factor of a. Then a | —.
p

Proposition 6.38 (B/G Prop.6.34). Let p be a prime and k € N such that 0 < k < p. Then p | (Z)

Theorem 6.14 (Fermat’s Little Theorem (B/G thm 6.35)).
If m € Z and p is prime, then mP =m mod p.

Proposition 6.39 (Corollary to Fermat'’s Little Theorem (B/G cor.6.36)).
Let p be prime and let m € N such that p { m. Then

mP~'=1 mod p.

6.13 The Base— Representation of the Integers

Definition 6.18. |[ % | If 3 € Z>, then we mean by a set of base [ digits a set of 5 — 1 distinct
symbols {d; : i € Z,0 < i < 8 such that each d; represents the integer ;. [

Proposition 6.40 (B/G thm.7.7: Existence of base—{3 representations).

Let n € Nand 8 € N such that 5 > 2. Then there exists a nonnegative integer © = p(n), and there
exist integers d; (0 < j < p) such that 0 < d; < f3 for each j and d,, > 0, and also

I
(6.28) no=Y d;p.
j=0

Proposition 6.41 (B/G prop.7.9: Uniqueness of base—f3 representations).
Let n € Nand B € N such that 8 > 2. Assume that

w %
(6.29) n=>Y dip =Y dp
j=0 3=0

where p, i € Z>, each d; and each d; is a base 8 digit, dy, # 0 and d;, # O.
Then = p' and d; = d;; for all i.
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I :
Proposition 6.42 (B/G Prop.7.11). Let n:= ) x;107, where each x; is a digit and x,, # 0. Then
§=0

(6.30) n =z9+x1+---+2x, mod3.

6.14 The Addition Algorithm for Two Nonnegative Numbers (Base 10)
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7 Cardinality I: Finite and Countable Sets

Notation: In this entire chapter, if n € N, the symbol [n] does not denote an equivalence class
of any kind but the set [1,n]z = {1,2,...,n} of the first n natural numbers. we further define

[0] := 0.

7.1 The Size of a Set

Proposition 7.1. Let n € N. Let ) # A C [n] be a proper, nonempty subset of [n].
Then there is no surjection from A onto [n].

Corollary 7.1. The following contains B/G thm.13.4 and B/G cor.13.5. Let m,n € N.

(a) If m < n then there exists no surjective function f : [m] — [n].

(b) If m > n then there exists no injective function g : [m| — [n]. This is commonly referred to
as the pigeonhole principle.

(c) If m # n then there exists no bijective function f : [m] — [n].

(d) There exists no surjective function h : [m] — N.

Definition 7.1 (Finite and infinite sets).
(@) Let X # (0 and n € N such that there is a bijective mapping F : [n] — X. By Corollary
7.1(c), n is uniquely defined by the property that [n] can be bijected to X. This allows
us to define n as the size of the set X. We write |X| = n.
(@) If we write z; for F(j), we see that X is of the form

X = F(n]) ={F@y):jen]} = {zj:jeZand1 < j <n}.

In other words, its elements can be enumerated as z1, 22, . . ., 2. This is the mathematician’s why of stating tt

(b) We say that the empty set () has size |0| = 0.

() We call aset X finite, if there exists n € [0, co[z such that X has size n. Note that this
implies that the empty set is finite. We say that X is infinite and we write |X| = oo,
if X is not finite.

(d) Let X be a set such that there is a bijection f : N —» X. In other words, all of the
elements of X can be arranged in a sequence (x,)nen such that

X ={zp,:neNz,=f(n)}.

Then we call X a countably infinite set.
(e) We call a set that is either finite or countably infinite a countable set.
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(f) A set that is not countable is called uncountable
(g) We use the phrase “finitely many” items, “countably many” items, “infinitely many”
items, etc., if they would constitute a finite set, a countable set, an infinite set, etc. [

Proposition 7.2. A countably infinite set is infinite (and not finite).

Proposition 7.3.

Let X and Y be two nonempty sets with a bijection f : X — Y. Then
(a) Y is finite if and only if X is finite,
(b) Y is countably infinite if and only if X is countably infinite,
(c) Y is countable if and only if X is countable,

(d) Y is uncountable if and only if X is uncountable.
@ [Y]=]|X].

Proposition 7.4.
let A and B two mutually disjoint, finite sets. Then AW B is finite and

|Aw B| = |A| + |B|.

Proposition 7.5. Let n € Z>q. Let  be a set such that |Q2| = n. Then its power set has size |2%| = 2.

7.2 The Subsets of N and Their Size

Proposition 7.6. Let () # A C Nandlet A; C Aand a; € A (j € N) be recursively defined as follows.
(71) Al = A, a) = min(Al);

(A1) A |
(72)  App1 =A\{a;:jEN,j<n} Ant1 = {;mn(dseﬂ) if Any1 # 0

The following is true for all i, j,n € N.
(a) The sequence of sets A1, Ay, Az ... is nonincreasing: if i < j then A; O Aj;.
(b) Ifj <nand A, # 0 then aj < a,.
(c) IfA, #0then ay, > n.
(d) Letn>2Ifac Aanda < ay, then a = a; for some j < n.
(e) Letn € N. Thereisno a € A such that a, < a < apy1.
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(N If A, =0 for somen € N then A is bounded. Let K := max{j € N: A; # 0}. Then max(A) = d

Figure ?? illustrates this for the case K = 4. Moreover,

(7.3) A={aj:jeN,j<K} = {min(4;):jeN,j < K},
(7.4) Ifn > K then a, = ak.

(g) The sequence a; : j € N is nondecreasing: if i < j then a; < a;.
(h) If A, # 0 forall n € N then A is unbounded and

A = {a;:jeN} = {min(4;) : j € N}.

Proposition 7.7. Let A be a nonempty subset of N. Let A; C Aand a; € A (j € N) be defined as in
prop. 7.6 on p.67. Then
o cither A, # () for all n € N. In this case A is not bounded and there exists a bijection
N = A. Further A = {a, : n € N}
o or A, is empty for some n € N. In this case A is bounded and there exists a bijection
[1, K]z — A for some suitable K € N. Further A = {a,, : n € Nsuch that 1 <n < K}

In both cases the integers a,, and a1 are adjacent for each index n in the sense that there is no a € A
such that a,, < a < ap1.

Proposition 7.8. Let J be a nonempty set of integers which is bounded below.Then
(a) If J is bounded above then there exists K € N and integers n; (1 < j < K) such that
J={nj:1§j§K}.
(b) If J is not bounded above then there exist integers n; (j € N) such that J = {n; : j € N}.

(c) In both cases (a) and (b) the integers n; satisfy i < j = n; < nj, and n;j and n; are adjacent fof each

index j: Thereis nomn € J such that nj < n < njy1.

Notation 7.1 (Notation Alert for bounded below subsets of the integers).

If J is a nonempty subset of the integers which is bounded below then the last proposition
makes it natural to introduce the following notation:
(@) If J is finite, i.e., bounded above and hence of the form J = {n; : 1 < j < K}
then we also say that J consists of the numbers n; < ny < ... < ng.
(b) If J is infinite, i.e., not bounded above and hence of the form J = {n; : j € N}
then we also say that J consists of the numbers n; < ny < .... O
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Proposition 7.9. Let A be a nonempty, finite subset of N. Then A is bounded.

Proposition 7.10. Let B C A C N and assume that A is finite. Then B is finite.

Theorem 7.1. Let A be a nonempty subset of the natural numbers. Then

(a) Ais finite if and only if A is bounded,
(b) Ais countably infinite if and only if A is not bounded.
(c) All subsets of N are countable.

@@Author: Before or after the next thm would be the spot to prove that:
subsets of finite are finite
subsets of countable are countable
countability criterion
N ~ N2

countable unions of countable are countable

Theorem 7.2.
(a) Let X bea finite set and A C X. Then A is finite.
n

(b) Let X1, Xo,..., X, befinitesets. Then |J X is finite.
j=1

Theorem 7.3. Let A be a nonempty set of integers. Then

(a) Ais finite if and only if A is bounded,
(b) A s countably infinite if and only if A is not bounded.

7.3 Finite Sequences and Subsequences and Eventually True Properties

Definition 7.2 (Finite sequences). Let n,,n* € Z such that n, < n*, let J := [n,,n*|z. Then J is
a finite set of integers since it is bounded below by n, and above by n*. Let X be a nonempty
set. We call an indexed family (z,,),cs in X with index set J a finite sequence. We write

n*
Wl 08 (@oliey,  CF 8.8 go0 gt ey G0 (@080 o o 0y =ity a7 )
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for such a finite sequence. We will sometimes call a sequence (y,);>,,. an infinite sequence if
we want to stress that its set of indices [n., o] is infinite.

If all members z; of the finite sequence are (real) numbers then we also talk about a vector °of
dimension ‘ [T, n*]z‘ = n* —n, + 1. In this case we always must surround the members of that
finite sequence with parentheses, and we will often use a symbol with “arrow notation”

(75) Z = <$15$25$3a---7$n—17$n)

when working with such vectors. [J

Definition 7.3 (Finite subsequences). Assume that either J := [n,,00[z or J = [n.,n"]z
(ny,n* € Zand n, < n*). Let (nj)]K:l(K € N) be a finite sequence of integers n; € J such
thati < j = n; < n; for all 7,5 € N. Note that if J = [n,, co[z then n; € J for all j implies
ne <np <ng <---<ng,and if J = [n., n*]z then this implies n, < n; <ng < --- < ng < n*.
Let (z,,)nes be a sequence in a nonempty set X. We call (z), ].)JK:1 a finite subsequence of the
original sequence since its index set {n; : 1 < j < K} is finite and we obtain (z, )JKzl from
(n)nes by omitting all members z,, for which there is no n; which equals n. [

Definition 7.4. Let X be a nonempty set, n, € Z, J := {k€ Z:k >n,},and let (z,);2, bea
sequence in X. If the set of indices n € J for which a certain property does not hold is empty
or bounded then we say that the sequence (z,),, satisfies this property eventually or that it
satisfies this property for eventually all indices n. [

Proposition 7.11. We have the following equivalent ways to state that a sequence (xy,) satisfies a
property P eventually:

(a) Thereis K € J such that if P is false for some x; then j < K.

(b) Thereis K € J such that P is true for all x; such that j > K.
(c)  The set of all indices j such that P is false for x; is finite.

7.4 Countable Sets

Proposition 7.12 (Countability Criterion). Let X # .
The following are equivalent:

(a) X is countable.

(b)  There exists an injective function f : X — N.

(c) There exists a surjective function g : N — X.

“Vectors can be of a more general nature than just being a finite sequence of numbers. See ch.11.2 (General Vector
Spaces) on p.104 (General Vector Spaces).
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Theorem 7.4. Let X be a countable set and A C X. Then A is countable.

Corollary 7.2.
(a) subsets of countable sets are either finite or countably infinite.
(b) supersets of uncountable sets are uncountable.
(c) Supersets of infinite sets are infinite,

Proposition 7.13 (B/G prop.13.11). Every infinite set contains a proper subset that is countably
infinite.

Proposition 7.14 (B/G prop.13.12).
A set is infinite if and only if it contains a proper subset that is countably infinite.

Proposition 7.15 (B/G Cor.13.16, p.122). N2 is countable.

Proposition 7.16. Let n € N. Then

(a) There exist unique k € Z>o and m € N such that m is odd and n = 2*m.

() Ifn # 1 then k is the number of times the factor 2 occurs in its prime factorization.
Further, either m is the product of all other prime factors, or m = 1 if there are no
prime factors different from 2.

Proposition 7.17.
(a) The function G : ([0, oo[z)2 —N; (i,7) = 28 (25 + 1) is a bijection.
(b) The function F :N?— N; (i,7) = 271 (25 — 1) is a bijection.

Theorem 7.5 (B/G prop.13.19: Countable unions of countable sets).

The union of countably many countable sets is countable.

Corollary 7.3. Let the set X be uncountable and let A C X be countable. Then the complement AC of
A is uncountable.
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Corollary 7.4. The set Z of all integers is countable.

Corollary 7.5. The rational numbers are countable.

Theorem 7.6 (Finite Cartesians of countable sets are countable).
The Cartesian product of finitely many countable sets is countable.

Corollary 7.6.  Let n € N. The sets Q™ and Z™ are countable.

Theorem 7.7. Let X be a set which contains at least two elements. Then XN = {(z,)nen : iy
X Vj € N} (the set of all sequences with values in X) is uncountable.
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8 More on Sets, Relations, Functions and Families

8.1 More on Set Operations

Definition 8.1. We define

(8.1) U A; =0, If there is a universal set 2: ﬂ A, = Q. 0O
i€l i€l

Lemma 8.1 (Inclusion lemma).

Let J be an arbitrary, nonempty index set. Let U, X;,Y, Z;, W (j € J) be sets such that
UCX;,CYCZ CW

forall j € J. Then

(8:2) vcxcyclyz cw
JjeJ JjeJ

Definition 8.2 (Disjoint families). Let J be a nonempty set. We call a family of sets (A4;);c; a
mutually disjoint family if for any two different indices ¢, j € J itis true that A; N A; =0, i.e.,
if any two sets in that family with different indices are mutually disjoint. [

Definition 8.3 (Partition). Let J be an arbitrary nonempty set, let (4;) < be a family of subsets
of 2. We call (A4;);e a partition or a partitioning of €2 if it is a mutually disjoint family which

satisfies ) = L—ij [Aj 1j € J].
In other words,
o (Aj)jesisapartitionof  ifandonlyif & :={A;:j € J}isa partitionof Q. [

Theorem 8.1 (De Morgan’s Law). Let there be a universal set 2 (see (2.8) on p.9). Then the following
“duality principle” holds for any indexed family (Aa)acr Of Sets:

(8.3) @ (Jaa)® = N48 ® (N 4)" = A&
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Proposition 8.1 (Distributivity of unions and intersections). Let (A;);cr be an arbitrary family of
sets and let B be a set. Then

(8.4) U @Bna) =Bn| 4,
il el

(8.5) [N (BuA) =BU() 4
i€l i€l

Proposition 8.2 (Rewrite unions as disjoint unions). Let (A;)jen be a sequence of sets which all are
contained within the universal set (). Let

@ Bn = |JA4 = AAUAU---UA, (neN),
j=1
(b) Cl = Al = Bl, Cn+1 = An—|—1\Bn (nE N)

Then,

(c) The sequence (Bj); is increasing: m < n = By, C By,
n n

(d) ForeachneN, U 4; = U B;.

g=1 J=1
(e) The sets C; are mutually disjoint and |J A; = i Cj.
j=1 j=1
() Thesets C;j(j € N) form a partition of the set |J A;.
j=1

8.2 Rings and Algebras of Sets |

Definition 8.4 (Rings, algebras, and o—Algebras of Sets). A subset Z of 2 (a set of sets!) is
called a ring of sets if it is closed with respect to the operations “U” and “\”, i.e.,

(8.6) RiURy € Zand Ry \ R2 € # whenever Ry, Ry € %.

A subset o of 2 is called an algebra of sets if 2 € o/ and < is a ring of sets.
A subset .Z of 29 is called a g-algebra if .7 is an algebra of sets which satisfies

(Anen € = JAneg O

neN

Proposition 8.3.
(1) Let % be a ring of sets and A, B € #. Then ) € #, AANB € #,and AN B € %.
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(2) Let A, B, C, ) be sets such that A, B,C C ). Then
(a) (AAB)AC = AA(BAC) (associativity of A)

(b) AAD = 0AA = A (neutral element () for A)
(c) AANA =10 (inverse element A=! = A for /\)
(d AAB = BAA (commutativity of )

Further, we have the following for the intersection operation:
() (ANB)NC = An(BNCQO) (associativity of N)
H AnQ =0nA=A (neutral element Q for M)
(g ANB = BNA (commutativity of N)

Also, we have the following interrelationship between A and N:
(h) AN(BAC) = (ANB)A(ANC) (distributivity)

Remark 8.1 (Algebras of Sets as Rings).

(1) Prop.8.3(1) states that the assignments (A, B) — AAB and (4,B) — AN B are
binary operations on Z.

(2) Items (a) — (d) of prop.8.3(2) assert that (%, A) is an abelian group with neutral ele-
ment () and inverse A1 = A.

B) IfQ e Z, ie, Z is an algebra of sets, Items (e) — (g) of prop.8.3(2) assert that (%, N)
is a commutative monoid with unit €.

(4) Assume that (2 is not empty. Then the “additive” neutral elenent {) is different from
2, the “multiplicative” neutral elenent.

(5) (1) - (4) plus Proposition 8.3(2).(h) imply that, if Q # (), then (%Z, A, N) satisfies Defi-
nition 3.7 on p.24, i.e., (#Z, A, N) is a commutative ring with unit.

8.3 Cartesian Products of More Than Two Sets

Definition 8.5 (Cartesian Product of a family of sets).

Let I be an arbitrary, nonempty set (the index set). Let (X;)ic;r be a family of nonempty sets
X;.

The cartesian product of the family (X;),.; is the set

i€l

(8.7) [[x = <HXi>ieI = {(zs)ies : 1 € X3 Vk € I}

of all familes (x;)cr é%lch of whose members x; belongs to the corresponding set X ;.

(@i)ier, (yx)ker € [1 X; are called equal (we write (z;)icr = (yi)ker), if z; = y; forall j € 1.
i€l

If all sets X; are equal to one and the same set X, we also write

(8.8) X .= HX = HX O

iel iel

75 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

(8.9) YX = {f: fisa function with domain X and codomain Y }. [J

8.4 Set Operations involving Direct Images and Preimages

Unless stated otherwise, X,Y and f are as defined above for the remainder of this chapter:
f: X — Y isa function with domain X and codomain Y.

Proposition 8.4 (f~! is compatible with all basic set ops). Let J be an arbitrary index set. Let
BCY,B;CY forall j. Then

(8.10) OB = (F7B)
jeJ JjeJ
(8.11) FAUB) = Ur'ay
JjE€J JjeJ
(8.12) B = (771"
(8.13) FUBI\ B2) = fH(B)\ £ 1(B2)
(8.14) fHUB1ABs) = fY(B)AfH(By)

Proposition 8.5 (Properties of the direct image). Let J be an arbitrary index set. Let A C X,
A; C X forall j. Then

(8.15) F(4) € () F4)
jeJ JjeJ

(8.16) fU4) = U r@y
jeJ jeJ

Proposition 8.6 (Direct images and preimages of function composition). Let X, Y, Z be arbitrary,
nonempty sets.

Let f:X =Y and g:Y — Z ,andlet U C X and W C Z. Then

(8.17) (g0 NU) =g(f(U)) forallU C X .
(8.18) (go N)7'W) =fHg '(W)) forallW C Z, ie, (gof)™' = flogt.
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Proposition 8.7 (Indirect image and fibers of f). Let X, Y be nonempty sets and let f : X — Y be

oo

a function. We define on the domain X a relation “~" as follows:

(8.19) 1 ~ g & f(x1) = f(a2).

(a) “~" is an equivalence relation. Its equivalence classes, which we denote by [x]s, 10 are
(8.20) @l ={a€X: fla)=f(2)} = fH{f@@)} (z€X)

(b) If A C X then

(8.21) @) = Jlaly

acA
Corollary 8.1.
(8.22) IFACX then f~'(f(4)) D A.

Proposition 8.8.

(8.23) IfFBCY then f(f~Y(B)) = Bn f(X).
Corollary 8.2.
(8.24) IfFBCY then f(f~Y(B)) C B.

Proposition 8.9. (a) Let A C X. If f : X — Y is injective then f~1(f(A)) = A.

() Let BCY.If f: X = Y is surjective then f(f~*(B)) = B.

(Lt ACXand BCY.If f: X — Y is injective and if B = f(A) then f~1(B) = A.
(ALet ACXand BCY.If f: X — Y is surjective and if f~1(B) = A then B = f(A).
(e)Let AC Xand BCY.If f: X — Y is bijective then B = f(A) < -1(B) = A.

Proposition 8.10. Let .J be an arbitrary nonempty index set and let A C X, A; C X for all j.
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Let f : X — Y be bijective. Then the following all are true:

(8.25) F(NA4) = ) F4y)
jeJ JjeJ
(8.26) fU4) = U r@y
jeJ JjeJ
(8.27) F(A% = fa)b
(8.28) f(A1\ A2) = f(A1)\ f(A2)
(8.29) F(A1AAs) = f(A)Af(A2)

8.5 Indicator Functions |[™%

Definition 8.6 (indicator function for a set). Let €2 be “the” universal set, i.e., we restrict our
scope of interest to subsets of . Let A C Q. Let14 : Q — {0, 1} be the function defined as

1 ifweAd
8.30 1 — ’
(8:30) AWw) {0 ifwé A

14 is called the indicator function of the set A. O

Proposition 8.11. Let .7 (2,{0,1}) := {0, 1}* denote the set of all functions f : Q@ — {0,1}, i.e., all
functions f with domain ) for which the only possible function values f(w) are zero or one. !

(a) The mapping
(8.31) F 2% — 7(Q,{0,1}), definedas F(A) =14

which assigns to each subset of () its indicator function is injective.
(b) Let f € F#(2,{0,1}). Further, let A := {f =1} = f71({1}) = {a € A : f(a) = 1}. Then
f=1a.

(c) The function F above is bijective.

Its inverse function is
(8.32) G: Z(Q,{0,1}) = 2% definedas G(f) :={f =1}.

Proposition 8.12. Let m,n,p € Z. Then addition mod 2 is associative, i.e.,

(8.33) (m+n mod?)—i—p mod 2 = m+(n+p mod2) mod 2.

1See remark ?? on p.??, ch.8.3 (Cartesian Products of More Than Two Sets).
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Proposition 8.13. Let A, B, C be subsets of Q. Then

(8.34) laup = max(1ly,1p),
(8.35) lanp = min(1y,1p),
(8.36) 1o =1-14,

(8.37) 1aa =14+ 1 mod 2.

Proposition 8.14 (Symmetric set differences AAB are associative). Let A, B,C C €. Then

(8.38) (AAB)AC = AA(BAC).
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9 The Real Numbers

9.1 The Ordered Fields of the Real and Rational Numbers

Definition 9.1 (Fields). | %

Let (F,®,®) be a commutative ring with unit (see Definition 3.7 on p.24) such that each
nonzero element possesses an inverse element with respect to multiplication, i.e., the set
(F'\ {0}, ®) with neutral element 1 is an abelian group. Then we call (¥, @, ®) a field. O

Proposition 9.1 (B/G prop.8.6). Let (F,®,®) be a field and a,b € F \ {0}. Then

(ab)™! = b7 la7t.

Proposition 9.2.  Fields are integral domains.

Corollary 9.1 (B/G prop.8.7). Let a,b,c € Fand a # 0. If ab = acthen b = c.

Theorem 9.1. For n € N the following holds true:
The commutative ring with unit (Z,,,®, ®) is a field if and only if n is prime.

Definition 9.2 (Division and Quotients). Let a, b be elements of a field (F, ¢, ®), and let b # 0.
Since b possesses a unique multiplicative inverse b~! (see rem.?? on p.??) we can define the

function div: F x (F\ {0}) — F: (a,b) = a ®bL.

We call this function the division operation on F'. It is customary to also write § or a/b instead
of a®b~!, and we follow that convention. In particular we may also write ; instead of b~!. As
in the case of the integers we call a the dividend or numerator, b the divisor or denominator,
and ¢ the quotient of the expression 7. [

Proposition 9.3. Let (F,®,®, P) be a field and let a € F. If a # 0 then the function
D:F—F, z—a0z,

is a bijection.
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Proposition 9.4 (B/G prop.11.2). Let a, b, c,d € F such that b, d # 0.

a c
If 5= 4 then ad = bc.

Proposition 9.5 (B/G prop.11.3). Let a,b,c € F such that b, c # 0. Then

ac
be

a
-

Proposition 9.6 (B/G prop.11.6). Let a, b, c,d € F such that b,d # 0. Then

a ¢ ad® bc . a (©a)
5 D 7= v In particular, 3 D y = 0.
Proposition 9.7. Let a,b,c,d € F such that b,d # 0.
a c ac . b\t d
Then 7 ® 7= In particular, (3) =3

Definition 9.3 (Ordered fields). | % | Let (F,®,®) be a field which is ordered by a positive
cone P. Then we call (F,®, ®, P) an ordered field. O

Proposition 9.8 (B/G prop.8.40).
(a) Leta€ F.Thena>0ifandonlyifa= >0, and a < 0ifand onlyifa=! < 0.
(b) Leta,be F. If0<a<b then 0 < % <2.

Corollary 9.2 (B/G prop.11.7). Let a,b € F.. Then

b b
(a) g>O<:>—>O and g<0(:>—<0,
a b a

(b) 3>0 & either both a,b > 0 or both a,b < 0.

81 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

Theorem 9.2 (B/G thm.8.43). Let a,b € F such that a < b. Then

a+b

a < < b.

Theorem 9.3 (B/G thm.8.42).  The positive cone P does not have a minimum.

Axiom 9.1 (Real Numbers). We postulate the existence of a set R which satisfies the following;:

(@) Risendowed with two binary operations “+” (called addition) and “-” (called mul-
tiplication) and with a positive cone R~ such that (R, +,-,R~) is an ordered inte-
gral domain. As usual we denote the additive unit of this integral domain by 0 and
its multiplicative unit by 1.

(b) ThesetR.y = {x € R:x # 0} is a group with respect to multiplication; thus for
each z € R there exists a unique 2~ € R such that zz~! = 1.

(c) Rsatisfies the completeness axiom: Any nonempty subset A of R which is bounded
above possesses a supremum in R (i.e., sup(A4) # £00).

We call this set R the set of real numbers. [

Definition 9.4 (Rational numbers). We call the set
Q:={n/d:neZ,deN}

(this is a subset of R!) the set of rational numbers.

In other words rational numbers are fractions of integers. [

Theorem 9.4 (The Rational Numbers are an Ordered Field).

(a) The assignments (a,b) — a + band (a,b) — a - bare binary operations on Q, i.e., sums and
products of rational numbers are rational numbers.

(b) The triplet (Q,+, ) is an integral domain.

(c) Let Qso :=RsoNQ. Then (Q,+,-,Qx0) is an ordered integral domain which satisfies the
following: if a,b € Q then a < b with respect to the ordering induced by Q¢ if and only if
a < b with respect to the ordering induced by R~

(d) (Qwo,-) is a (commutative) group.

Theorem 9.5 (B/G thm.10.1: N is unbounded in R). For any x € R there exists n € N such that
n > x, i.e., there are no upper bounds for N in R.
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Corollary 9.3. There are no upper bounds for N in Q.

Remark 9.1 (Contrasting Z and R).

The Integers:
(@ Z=(Z,+,-)is a commutative ring with unit
(b) Cancellation rule (no zero divisors: Z is an integral domain)
(c) Ordered by the positive cone P := N
(d) Induction axiom: If A C Z satisfies (1)1 € 4, (2) [n€ A = n+1 € A], then
ADN

The Real Numbers:
(@ R=(R,+,)isa commutative ring with unit

(b)  (Rwo, -) is an abelian group: each = # 0 has a multiplicative inverse % (implies
the cancellation rule, hence R is an integral domain)

(c) Ordered by the positive cone P := R+

(d) Completeness axiom: If nonempty A C R has upper bounds then sup(A)
exists (as an element of R, i.e. sup(4) < o) O

9.2 Minima, Maxima, Infima and Suprema in R and Q

Remark 9.2. Let A C R be nonempty.
(@) If A is bounded above then it follows from the completeness axiom that its least
upper bound sup(A) = min(A4,,,;) exists (see axiom 9.1 (Real Numbers) on p.82).
(b) If Ais bounded below then it follows from the completeness axiom and cor.3.4 on
p.35 that its greatest lower bound inf(A) = max(Aj,;) exists.
The above is the core distinction between real numbers and rational numbers. There are
bounded sets of rational numbers which do not possess a supremum in Q. [

Proposition 9.9. Let A C B C R. Then inf(A) > inf(B) and sup(A) < sup(B).

Proposition 9.10 (Supremum and infimum are positively homogeneous). Let A be a nonempty
subset of Rand let X\ € R>o. If A\ > 0 or if A\ = 0 and sup(A) < oo then

(9.1) IfX > 0orif A\ =0and sup(A4) < oo then sup(AA) = Asup(A),
(9.2) If X >0orif A\ =0andinf(A) > —o0 then inf(AA) = Ainf(A).
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Definition 9.5 (bounded functions). || %
Given are a nonempty set X and a real-valued function f with domain X.

We call f bounded above if the image f(X) = {f(z) : « € X} is bounded above, i.e., if there
exists a (possibly very large) number v; > 0 such that

(9.3) flz) < m for all arguments z.

We call f bounded below if the image f(X) = {f(z) : « € X} is bounded below, i.e., if there
exists 2 > 0 such that

(9.4) flx) > —m for all arguments x.

We call f a bounded function if it is both bounded above and below, i.e., if there exists v > 0
such that

(9.5) |f(z)] < ~  forall argumentsz. [

Definition 9.6 (supremum and infimum of functions).

Let X be an arbitrary set, A C X a subset of X, f:X — R a real-valued function on X.
Consider the set f(A) = {f(x) : € A}, the image of A under f.

The supremum of f(-) on A is defined as

9.6) sup f := sup f(z) := sup f(A)
A €A

The infimum of f(-) on A is defined as

9.7) iﬁff = ;Ielgf(x) = inf f(4). O

Definition 9.7 (supremum and infimum of families).

The supremum and infimum of a family of real numbers (z;);.; (i), ; are defined as

9.8) sup (x;) := sup(z;) := sup (z;); := sup (z;);c; = supx; := sup{z;:i € l}.
% I

1€

9.9) inf (z;) := inf (x;) := inf (z;); := inf (x;),c; := 1n§:cl = inf{z;:iel}. O
7 1€

Definition 9.8 (supremum and infimum of sequences).

Let I = [ko, oo[z and z;, € R for n € I. Supremum and infimum of (x,),,.; are defined as

(9.10) sup () = sup (Tn),e; = SUPpx, = sup{z,:n €I}
nel

(9.11) inf (z,) := inf (zn),c; = inflxn = inf{z, :nel}. O
ne
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Proposition 9.11. Let X be a nonempty set and ¢, : X — R. Let ) # A C X. Then

(9.12) sup{p(z) + ¥ (z) : x € A} < sup{p(y) :y € A} + sup{y(2): 2z € A},
(9.13) inf{o(z) +¥(x) :z € A} > inf{p(y) :y € A} + inf{y(z):z € A}.

9.3 Convergence and Continuity in R

Definition 9.9 (convergence of sequences of real numbers '?). Let a € R. We say that a sequence
(xy,) of real numbers converges to a for n — oo if the following is true:

For any ¢ €]0, oo[ (no matter how small), there exists ng € N such that
(9.14) la—zj| < § forall j > ny.

We wrrite either of

(9.15) a = lim x, or Tn — Q4 aS N — 0O
n—oo

and we call a the limit of the sequence (z,). O

(b) Definition 9.9 can be worded as follows:

e Foranyd >0, |a —z;| < J], eventually.

Definition 9.10 (Open e-Neighborhood in R). For g € Rand ¢ > 0, let
Ne(zo) == Jzo—g,20+¢] = {xr €R: |z —x0| <€}

be the set of all elements of R with a distance to xg of strictly less than the number ¢ (the
open interval with center x¢ and radius ¢ from which the points on the boundary (those with
distance equal to ¢) are excluded).

(@ We call N.(z¢) the e—neighborhood of zg. '*> N.(z0) is often called the open
e-neighborhood of x, to differentiate it from the closed interval [ zop — €, 29 + € |,
which is also called the closed e-neighborhood of z.

(b) Letz,y € Rand e > 0. We say that 2 and y are e—close if [z —y| <e. O

2We will define convergence of a sequence of items more general than real numbers in ch.12.4 (see Definition 12.10
(convergence of sequences in metric spaces) on p.118).
B3This will generalized to metric spaces in Definition 12.6 on p.117.
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There are two equivalent ways of expressing convergence to a € R:
(@) No matter how small a 6—neighborhood of a you choose: at most finitely many of
the z,, will be located outside that neighborhood.
(b) No matter how small a —neighborhood of a you choose: eventually all of the z,,
will be found inside that neighborhood.

Definition 9.11 (Limit infinity). Given a real number K > 0, we define
(9.16a) Nk(o0) :={z€R:z > K}
(9.16b) Nkg(—o0):={z €eR:z < -K}

We call Nk (c0) the K-neighborhood of co and Nk (—o0) the K-neighborhood of —co. We
say that a sequence () has limit co and we write either of

(9.17) Ty — 0O or 1i_>m Ty = 00

if the following is true for any K € R (no matter how big): There is an integer ng such that all
xj belong to Nk (oc0) for all j > ny, i.e., if

for all K € N there exists ng € N such that if j > ng then z; > K.
We say that the sequence () has limit —oco and we write either of

(9.18) Ty —> —00 or lim z, = —oc0
n—oo

if the following is true for any K € R (no matter how big): There is an integer n( such that all
xj belong to Ni(—o0) forall j > ng. O

(a) There is an equivalent way of stating that the sequence (z,) has limit co: No matter how
big a threshold K > 0 you choose: eventually all of the z,, will be located above that threshold.

(b) z,, — —oo can also be expressed as follows: No matter how big a threshold K > 0 you
choose: eventually all of the z,, will be located below — K.

Remark 9.3. The majority of mathematicians agrees that there is no “convergence to co” or
“divergence to co”. Rather, they say that a sequence has the limit co. We will follow that
convention in this document. [J

Theorem 9.6 (Limits are uniquely determined). Let (z,,),, be a convergent sequence of real numbers.
Then its limit is uniquely determined.
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Proposition 9.12 (B/G prop.10.11). Let a,b € R. Thena =b < |a—b| < ¢ forall € > 0.

Proposition 9.13 (Subsequences of real number sequences with limits). Let (x,,), be a sequence

of real numbers with limit L := lim w,. Let (v,,) be a subsequence. Then lim x,, = L.
n—oo J—00

Note 9.1 (Notation for limits of monotone sequences).
Let (x,,) be a nondecreasing and y,, a nonincreasing sequence of real numbers.

(@ If £ = lim z; (that limit might be +00), then we write o z, 1 & (n — o0)
Jj—o0

(b) If n= lim y; (that limit might be —c0), then we write o y, |7 (n— oc0). O
j—00

Proposition 9.14. [See B/G prop.10.16]

Let (xy,)n, be a sequence of real numbers such that lim x,, exists. Let K € N. Forn € N let y,, :=
n—0oo

Tntx- Then (yn)n has the same limit as (zy,)p.

Proposition 9.15 (convergent = bounded). Let (x,,), be a sequence in R.
o If the sequence converges, then it is bounded.

Proposition 9.16 (bounded times zero—convergent is zero—convergent). Let (), and (o), be
two sequences in R and let o € R.

o If ILm xn = 0 and if |a;| < «forall j € N, then
(9.19) lim (ojz;) = 0.

J]—00

Proposition 9.17 (Rules of arithmetic for limits). Let (zy,), and (y,). be sequences in R and
z,y,a € R Let lim z; =z and lim y; = y. Then
J J—00

— 00

(@) lim a=q,
Jj—o0

(b) lim (a-z;) = a -z, (constant sequence)
J—00
(0 lim(zj+y;)=x+y,
J—00
(d lim (z;-y;) =z,
J—00
) 1 1
(e) ifx#0then lim — = —.
Jj—o0 .',Uj X
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Proposition 9.18.

(a) Let z, be a sequence of real numbers that is nondecreasing, i.e., v, < x,41 for all n (see
def. 18.1 on p.160 ), and which is bounded above. Then nh_)lTolo T, exists and coincides with
sup{z, : n € N}

(b) If yy, is a sequence of real numbers that is nonincreasing, i.e., Yn, > Yn+1 for all n, and which
is bounded below. Then 7}3210 yn, exists and coincides with inf{y, : n € N}.

Proposition 9.19 (Domination Theorem for Limits).

Let xy,, yn € R be two sequences of real numbers both of which have limits. Assume there is K € N such
that z,, < yy, foralln > K. Then

lim z, < lim y,.

n—oo n—o0

Corollary 9.4. Let z,,,y, € R be two sequences of real numbers and L € R. Assume there is K € N
such that x,, =y, foralln > K. Then

lim z, =L < lim y, =L, lim z, = +c0 & lim y, = +oo.
n—,oo n—,oo n—,oo n—o0
Proposition 9.20. Let a,b € R. Then
1 1
(9.20) [a,b] = ﬂ]a—;,mﬁ[.
neN
1 1
(9.21) Ja, b = LEJN [a+ﬁ,b—ﬁ},

Definition 9.12 (Continuity inR). Let A C R, zp € A,and let f : A — R.
We say that f is continuous at ¢ and we write

(9.22) lim f(z) = f(zo)

T—rT0

if any sequence (x,,) with values in A satisfies the following;:

(9.23) if 2, — x then f(z,) — f(zg).1*
In other words, the following must be true for any sequence () in A:
(9.24) nlggo Tp =To = nh_?;o f(xn) = f(nh_g}o zn) = f(x0).

We say that f is continuous if f is continuous at zp for all zp € A. O
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Proposition 9.21. Let A C Rand v € R. The following functions A — R are continuous.
(a) The constant function x — =,
(b)  The identity function id‘A LT T

Theorem 9.7 (Rules of arithmetic for continuous real-valued functions with domain in R). Let
A C Rand « € R. Assume that the functions

FC)90), fi(), f2(), f3(-)s o fu() : A—R

all are continuous at xo € A. Then
(a) Constant functions are continuous everywhere on A.
(b) Theproduct fg(-) : x — f(z)g(x) is continuous at xo. Specifically, af(-) : z — a- f(z)
is continuous at xo. In particular —f(-) : x — —f(x) = (—1) - f(x) is continuous at x.
(c) Thesum f+ g(-) : . — f(x)+ g(x) is continuous at x.
(d) If g(xo) # 0 then the quotient f/g(-) : x — f(z)/g(x) is continuous at x.
n n

(e) Any linear combination ) a;f;i(-) : x — Y a;fj(x) is continuous in x.
=0 j=0

Proposition 9.22. All polynomials are continuous

Proposition 9.23 (The composition of continuous functions is continuous).
Let A, B C R be nonempty, f : A — R continuous at xo € A, and g : B — R continuous at f(x).
Assume further that f(A) C B, i.e., f(z) € Bforall z € A.

Then the composition go f: X — Y is continuous at x.

Theorem 9.8. Let A C R, zo € A, and let f : A — R be a real-valued function with domain A. Then
[ is continuous at xq if and only if for any € > 0, no matter how small, there exists 6 > 0 such that
either one of the following equivalent statements is satisfied:

(9.25) f (Ns(zo) N A) € N.(f(x0)),
(9.26) f{z € A: |z —zol <6}) C {y€R:|y— flwo)| <e},
(9.27) |z —zo| < = |f(zx) — f(zo)| < e forall z € A.

Since dontinuity is expressed here in terms of sequences, we speak of the sequence continuity of a function. See
Definition 13.1 (Sequence continuity) on p.131 where continuity is generalized to metric spaces.
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Proposition 9.24. Let A CR, xg € A, and let f : A — R be a real-valued function with domain A.
Then f is continuous at xg if and only if there exists €* > 0 which satisfies the following:

for any € €10,e*[ there exists § > 0 such that either one of the following equivalent statements is
satisfied:

(a) f{zeA:|lz—zo| <6}) C {yeR:|y— f(zo)| <el,
() |z — o] < = |f(x) — f(zo)| <€ forallz € A.

9.4 Rational and Irrational Numbers

Proposition 9.25 (B/G thm.10.25).
Let A := {a €]0,00[: a® < 2}. Then r := sup(A) exists and r*> = 2.

Definition 9.13 (Lowest terms representation of rational numbers).
We repeat the following from Definition 2.15 on page 12 of Chapter 2.

Letq := % (d,n € Z,d # 0) be a rational number. We say that d and n are a representation of g
in lowest terms or that ¢ is written in lowest terms if

a. dand n have no common factors,
b. neN. O

Proposition 9.26. Let ¢ = n (m,n € Z,n # 0) be a nonzero rational number.
n

Then q is written in lowest terms if and only if n € N and m and n are relatively prime.

Proposition 9.27 (B/G prop.11.5). Let m,n, s,t € Z be such that m and n do not have any common

factors. m 3

I = = o then m divides s and n divides t.
n

Proposition 9.28 (B/G prop.11.10). The real number /2 is irrational.

Definition 9.14 (Perfect Squares). Let n € Z We call n a perfect square if there exists k € Z
such that n = k2. In other words, the set of all perfect squares is the set 0,1,4,9,.... O
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Theorem 9.9 (B/G thm.11.12). Let n € Z>q. If n is not a perfect square then \/n is irrational.

If n is a nonnegative integer then its square root is either an integer or irrational.

Proposition 9.29 (B/G prop.11.13). Let m and n be nonzero integers. Then /2 is irrational.

Theorem 9.10 (B/G ch.11: n—th root). Let n be an integer > 2 and x € R-y.
Then there exists r € Rxq such that r™ = x and r is uniquely determined.

Definition 9.15 (n—th root). Let n be an integer > 2 and x € R-(. We write {/x for the uniquely
defined r € R> such that 7" = z, and we extend this definition to n = 1 by defining /z := .
We call {/z the n—th root of z. [

Proposition 9.30 (B/G prop.11.16). Let n € Z>o. Then /2 is irrational.

Proposition 9.31 (B/G prop.11.17). Let x,y € R such that x < y.
Then there exists irrational z such that x < z < y.

Proposition 9.32 (B/G cor.11.18).  There is no smallest positive irrational number.

9.5 Geometric Series

Definition 9.16 (Real-valued Sequences and Series). || %

A sequence (a;) is called a real-valued sequence if each a; is a real number.
For any such sequence, we can build another sequence (s,,) as follows:

n
(9.28) s1:=a1; Sy:=ai1+ag; S3:=aitas+tag;--- Sp:i= Zak
k=1

We write this more compactly as
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9:29) wmtatat = Y,

and we call any such object which represents a sequence of partial sums a series. Loosely
speaking, a series is a sum of infinitely many terms. We call (s,,) the sequence of partial sums
associated with the series ) ay.

Let s € R. We say that the series converges to s and we write

(9.30) dap = s
k=1

if this is true for the associated sequence of partial sums (9.28), i.e., if h_}rn sp = s. We then also
n o
say that the series has limit s.

We say that the series has limit +oo if 1i_)m S, = *oo. In this case we write
n o

(9.31) > ap = =+oo.
k=1

We adopt for series the convention we did in rem.9.3 on p.86 for sequences: A series with limit
—00 Or 0o never ever converges or diverges to +o0c. Instead we say that ) a;, diverges. [

Proposition 9.33 (Limits of Geometric Series).
(a) Let|q| < 1. Then lim ¢" =0.
j—00

e 1— qn+1
B (9.32) DO =,
i=0 1
© (9.33) 2.0 =1
=0 q

9.6 Decimal Expansions of Real and Rational Numbers

Notation 9.1 (Decimal digits). Note that [0, 9]z is according to notations 2.1 on p.14 (and also
according to Definition 3.12 on p.30 equal to the set {0,1,2,3,4,5,6,7,8,9} of decimal digits.
O

Definition 9.17 (Decimal Expansion). A: Let z € R>q, dy € Z>¢, and (d;);en a sequence of
decimal digits d; such that

(9.34) xo=dy + Y djl077 =Y d;107.
j=1 j=0
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Then we call both the word dy.d1da2ds ... (of infinite length) and also the corresponding se-
quence (do, d1,dz, ... ) = (d;)2, a decimal expansion of the nonnegative real number z.

S .

B: We do not distinguish between ) d;1077, dy.didads ..., and (dj)}?io and think of those
=0

expression as different notations for the same real number.

We extend the above definition to x € R as follows. If —z has a decimal expansion
o0

—z = dy + Y. d;j1077 then we call the word —dy.d1dads ... and also the corresponding
j=1

sequence (—do, d1,dz, . ..) = —do, (d;)52; a decimal expansion of z.

We may omit leading zeros of the integer dy and trailing zeros of the digits di,d>,.... We

further may omit the decimal point together with all digits d; to the right of that decimal point

o0

if dj = 0 forall j € N. In other words, if z = ) d;1077 and if d; = 0 for all j € N then we may

7=0
write either of dy, dy., or dy.0 for z. [

Proposition 9.34 (Geometric series for decimals). Let n € Nand d; € [0,9]z for j > n. Then,

o0 _ 1
(@) 0 < 9210—J = 1T
j=n
(b) S 4107 <
,Z ! —10nv
Jj=n
(e} 7]- 1 )
© D d107 = oo & dj=9forall j > .
j=n

Theorem 9.11 (Existence of Decimal Expansions (B/G thm.12.6)). Every real number has a deci-
mal expansion.

Theorem 9.12 (Uniqueness of Decimal Expansions (B/G thm.12.8)). Let x € R>q have two dif-
ferent decimal representations

(9.35) x—do+zm— e°+ZW’
j=1 J=1
where dy, ey € [0,00(z and dj, e; € [0,9]z for all j € N. Further, let K be the smallest subscript such

that di # ex. Then we have the following:
Ifdg < ek, then o ex =dg+1, ee;=0andd; =9 forall j > K .
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Corollary 9.5. If a real number has different decimal expansions then it is rational.

Proposition 9.35 (B/G prop.11.8).
Let x,y € R be such that x < y. Then there exists q¢ € Q be such that x < q < y.

Definition 9.18 (Repeating Decimals). A nonnegative decimal

r = mdidy... =m + Y di107 (d; €{0,1,2...,9})
j=1

is repeating if there are natural numbers /N and p such that

dN+n+kp = dnyn V0O<n<p, keN. O

Proposition 9.36 (B/G Prop.12.11, p.119). Every repeating decimal represents a rational number.

Note 9.2 (Decimal expansions of real numbers). Let x € R.

(a) z has at most two different decimal expansions.

(b) If 2 has two expansions then one is all zeros except for finitely many digits
and the other is all nines except for finitely many digits.

(¢) If 2 has more than one expansion then z is rational.

(d) x is a repeating decimal if and only if x € Q. O

9.7 Countable and Uncountable Subsets of the Real Numbers

Theorem 9.13. The real numbers are uncountable.

Definition 9.19 (algebraic numbers). Let z € R be the root (zero) of a polynomial with integer
coefficients. We call such z an algebraic number and we call any real number that is not
algebraic a transcendental number. [

Proposition 9.37 (B/G Prop.13.21).  The set of all algebraic numbers is countable.
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Proposition 9.38.  Let k,m,n € N. Then /7" is algebraic.

Proposition 9.39.  Let r € Q. Then r is algebraic.

Proposition 9.40. The set of all transcendental numbers and that of all irrational numbers are un-
countable.

9.8 Limit Inferior and Limit Superior

Definition 9.20 (Tail sets of a sequence). Let (z)ren be a sequence in R. Let
(9.36) T, = {z;:5€Nand j >n} = {zn, Tnt1,Tnt2, Tnis,---}

be what remains in the sequence after we discard the first n — 1 elements. We call (7},),¢cn the
n—th tail set of the sequence (zj);. O

Definition 9.21. Let (z,,),en be a sequence in R with tail sets 7, = {z; : j € N,j > n}.
Assume that T}, is bounded above for some n € N (and hence for all n € N). We call
hr?l—?olip Wy 89— nll)ngo (jglz ) = ﬁ‘éﬁ (?1215 el = élelg (sup(T3))

the lim sup or limit superior of the sequence (zy,).

If, for each n, T;, is not bounded above then we say lim sup z; = cc.
n—oo

Assume that 7}, is bounded below for some n (and hence for all n € N). We call
liminfz,; := lim (inf z;) = sup (inf ;) = sup (inf(7,
L INL 2 n_m(jZn i) neE(J’Zn i) nEE( (Tn))
the lim inf or limit inferior of the sequence (z,,).

If, for each n, T}, is not bounded below then we say lirg infx; = —oco. O

Theorem 9.14 (Characterization of limsup and liminf). Let (z,,)nen be a bounded sequence in R.
Then
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al. limsup zy, is the largest of all real numbers x for which ny < ny < --- € N can be found
n—oo

such that x = lim x,,,.
J—00
a2. limsup x, is the only real number w such that, for all e > 0, the following is true:
n—oo

Ty, > u + € for at most finitely many n and x,, > u — € for infinitely many n.
bl. liminfz, is the smallest of all real numbers x for which ny < ny < --- € N can be found

n—o0
such that x = lim z,,.
Jj—o0
b2. lirg inf x,, is the only real number | such that, for all € > 0, the following is true:

xn, < | — ¢ for at most finitely many n and x,, < | + € for infinitely many n.

Theorem 9.15 (Characterization of limits via limsup and liminf). Let (zy,)nen be a bounded se-
quence in R.

The sequence () converges to a real number if and only if liminf and limsup for that sequence coincide.
Moreover, if such is the case then

(9.37) lim z, = liminfx, = limsupz,.
n—oo n—o0 n—oo

Proposition 9.41. Let x,,,x,, € R be two sequences of real numbers.
Assume there is K € N such that x,, <z}, for alln > K. Then

lim inf x,, < liminf 2/, and limsup x,, < limsupx/,.
=>E9 =Ee n—00 n—0o0

Corollary 9.6. Let z,,y, € R be two sequences of real numbers.
Assume there is K € N such that x,, =y, foralln > K. Then

limsupz, = limsupy, and liminfxz, = liminfy,.
n—00 n—00 n—>00 n—00

Corollary 9.7.  Let x,, > 0 such that limsupx,, = 0. Then (z,), converges to zero.

n—oo
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Proposition 9.42. || x | Let (zp,)nen be a sequence in R which is bounded above with tail sets T,,.
(A) Let

U :={y €R:T,N[y,o0l#0forall n € N},

(9.38) % :={y € R: foralln € N there exists k € Z> such that x,, 1, > y},
U = {y € R: Jsubsequencen; < ny < nz < --- € Nsuch that z,, > y forall j € N},
Us = {y € R:m, >y for infinitely many n € N}.

Then %4 = 02/1 = %2 = %3.
(B) There exists z = z(% ) € R such that % is either an interval | — oo, z| or an interval | — oo, z|.

(C) Let w := sup(% ). Then uw = z = z(%) as defined in part B. Further, u is the only real number
such that

C1. (9.39) u—e€ and u+e¢ U foralle> 0.

C2. There exists a subsequence (nj);en of integers such that u = lim x,,, and u is the largest real
Jj—oo

number for which such a subsequence exists.

Corollary 9.8. || x| Asinprop.9.42, let u := sup(%). Then % =] — oo,u] or % =] — oo, ul.

Further, u is determined by the following property: For any € > 0, x, > u — € for infinitely many n
and x, > u + ¢ for at most finitely many n.

Proposition 9.43. || x | Let (zy,)nen be a sequence in R with tail sets T, which is bounded below.
(A) Let

& :={y €R:TyN] — o0,y] # 0 for all n € N},

LA :={y€R: foralln € N there exists k € Z>¢ such that x,, 1 < y},

% = {y € R: T subsequence ny < ny < ng < --- € N such that x,; < y forall j € N},
L5 = {y € R: x, <y forinfinitely many n € N}.

(9.40)

Then ¥ = .,%1 = .,?2 = .,%3.
(B) There exists z = z(.£) € R such that £ is either an interval [z, o[ or an interval |z, co|.

(O) Let | := inf(.Z). Then | = z = 2(Z) as defined in part B. Further, [ is the only real number such
that

C1. (9.41) I+ec? and l—ec¢ &

C2. There exists a subsequence (n;);jen of integers such that | = lim x,,; and [ is the smallest real
j—o0

number for which such a subsequence exists.
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Proposition 9.44. || %

Let (x,,) be a bounded sequence of real numbers.
As in prop. 9.42 and prop 9.43, let

u = sup(%Z) = sup{y € R:T,, N [y, oc0[# 0 for all n € N},

(9.42) | = inf(#) = inf{y € R: Ty — 00,y] # 0 forall n € N},

Then v = limsupz; and | = liminfzx;.
n—00 =ee

9.9 Sequences of Sets and Indicator functions and their liminf and limsup |[*

Definition 9.22 (limsup and liminf of a sequence of real-valued functions). || *

Let 2 be a nonempty set and let f,, : {2 — R be a sequence of real-valued functions such that
fn(w) is bounded for all w € 2. We define

(9.43) linE> inf f, : @ =R asfollows: w linE> inf fp,(w),
(9.44) limsup f, : @ =+ R asfollows: w + limsup f,(w). O
n—oo n—oo

Proposition 9.45 (liminf and limsup of {0, 1}—functions). Let Q # 0 and f,, : Q@ — {0,1}. Let
w € Q. Then both lim inf,, f,(w) and lim sup,, f,,(w) can only be equal to zero or one. Further,
(9.45) linl) inf fr(w) =1 & fo(w) =1 eventually,

(9.46) limsup fn(w) =1 © fu(w) =1 for infinitely many n € N.
n—oo

Definition 9.23. || % | Let A, C Q(n € N). We define

(9.47) A= N4, A =14 0O

neN j>n neN j>n

Proposition 9.46. Let w € Q). Then

(9.48) we A, & we A, eventually, ie., w € A, forall except at most finitely many n € N.
(949) we A" & we A, forinfinitely many n € N,
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Proposition 9.47 (liminf and limsup of indicator functions). Let A, C Q(n € N) and let A,, A*
be the sets defined in (9.47). Then

(9.50) 14, = liminfly, and 14« = limsuply,

n—00 n—00

Definition 9.24 (limsup and liminf of a sequence of sets). | %
Let ©2 be a nonempty set and let A,, C Q (n € N). We define

(9.51) liminf A, = | J [ 4;,
n—o00 N j>n

(9.52) limsup 4,, = ﬂ U A
n—o00 neN j>n

We call lim inf A,, the limit inferior and lim sup A,, the limit superior of the sequence A,,.
=ee n—o0

We note that liminf 4,, = hm sup A,, if and only if the functions hnl) infl4, and limsuply,
n—00 n—00 e

coincide (prop. 9.47) which i 1s true if and only if the sequence 14, (w) has a limit for all w €
(thm.9.15 on p.96). In this case we define

(9.53) lim A, := hm mf A, = limsup A,

n—o0 n—o00

and we call this set the limit of the sequence A,,. [

Note 9.3 (Notation for limits of monotone sequences of sets).
Let (A,,) be a nondecreasing sequence of sets, i.e., A; C A2 C ... and let A :=J,, An.
Further, let B;, be a nonincreasing sequence of sets, i.e., B O By O ... and let B := ), B,,.

We write suggestively
A TA (n— o), B,lB (n—o0). O

9.10 Sequences that Enumerate Parts of Q |[%

Theorem 9.16 (Universal sequence of rational numbers with convergent subsequences to any
real number). || % | There is a sequence (g, )nen Of fractions which satisfies the following:

For any « € R there is a sequence ny,ng, ng, . . ., of natural numbers such that x = klim qn, I
— 00
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10 Cardinality II: Comparing Uncountable Sets

10.1 The Cardinality of a Set

Definition 10.1 (Cardinality Comparisons). Given are two arbitrary sets X and Y. We say that

(@ X.,Y have same cardinality, and we write card(X) = card(Y), if either both
X,Y # () and there is a bijection f : X =5 Y, or if both X and Y are empty.
Otherwise we write card(X) # card(Y)

(b) the cardinality of X is less than or equal to the cardinality of Y, and we write
card(X) < card(Y), if there is an injective mapping f : X — Y orif X is empty.

(c) the cardinality of X is less than the cardinality of Y, and we write
card(X) < card(Y), if both card(X) < card(Y) and card(Y) # card(X), i.e.,
if either X = () and Y # 0, or there is an injective mapping but not a bijection
f: X =Y.

(d) the cardinality of X is greater than or equal to the cardinality of Y, and we write
card(X) > card(Y), if card(Y) < card(X).

(e) the cardinality of X is greater than the cardinality of Y, and we write
card(X) > card(Y), if card(Y) < card(X). O

Example 10.1. Let A, B be two sets such that A C B. Then card(A4) < card(B).

Theorem 10.1 (B/G thm.13.31). Let X be a set. Then card(X) < card(2%).
In other words, X can be injected into 2%, but it is not possible to find bijective f : X — 2%.

Proposition 10.1. Let X, Y be two sets such that card(X) = card(Y'). Then card(2*) = card(2Y).

10.2 Cardinality as a Partial Ordering

Definition 10.2 (Cardinality as an Equivalence Class). || % | Let X,Y C Q.

We call X and Y equivalent and we write X ~ Y/, if and only if card(X) = card(Y), i.e., either
both X and Y are empty, or both are not empty and there is a bijection f : X — Y.

“” 4
~

The proposition following this definition shows that is indeed an equivalence relation on
251, This justifies to define for a set X C Q its cardinality as follows:

(10.1) card(X) := [X] (the equivalence class of X w.r.t “~").
In other words,

(10.2) card(()) := {0},

(10.3) card(X) :={Y C Q: Ibijjection X — Y} if X #(. O
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Proposition 10.2. X ~ Y as defined above is an equivalence relation on 2.

Proposition 10.3. Let X', X" Y’ Y" be nonempty sets such that X' N X" = Qand Y' N Y" = (.
Let f': X' = Y'and f" : X" — Y". Then the function

FXWX S Yy e (D0 FTEX
’ f'(z) ifwe X",
satisfies the following:

(a) If f and f" are injective then f is injective.
(b) If f and f" are surjective then f is surjective.
(c) If f"and f" are bijective then f is bijective.

Theorem 10.2 (Tarski’s Fixed Point Theorem).
Let Q be a set and let ¢ : 28 — 2 be nondecreasing with respect to “C”, i.e.,

A BCQand ACB = ¢(A) Ce(B).

Then ¢ has a fixed point, i.e., there exists an arqument Ag € 2 such that ¢(Ag) = Ay.

Theorem 10.3 (Cantor-Schroder—Bernstein’s Theorem).
Let X and Y be nonempty sets. Let there be injective functions

f: X—Y and g:Y — X.

Then there exists a bijection X — Y.

Corollary 10.1.

The relation card(X ) < card(Y") partially orders the set & := {card(X) : X C Q}.

Theorem 10.4. Let X,Y C Q). Then
card(X) < card(Y) or card(Y) < card(X)

In other words, “<" is a total ordering ' on the set of all cardinalities for subsets of .

15See Definition 5.5 (Linear orderings) on p.38.
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Theorem 10.5. Let a,b € R such that a < b. Let A be one of ]a,b|, la,b], [a,b], [a,b].
Then card(A) = card(R).

Theorem 10.6.
(10.4) card(R) = card(2V).
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11 Vectors and Vector spaces

11.1 R": Euclidean Space

11.1.1 n-Dimensional Vectors

Definition 11.1 (n—dimensional vectors). | %

Let n € N. An n—-dimensional vector is a finite, ordered collection v = (z1, z2,...,zy) of real
numbers 1,9, ...,x,, nis called the dimension of the vector v. [

Definition 11.2 (Transposed matrix). || *

Let A be a matrix with m rows and n columns. a1, a2, .., ain
We will write A = ((a4;)) to express that a;; de- 2n 422 G
notes the “cell” at the intersection of row 7 and
column j. (i € [1,m]z and j € [1,n]z). Am1, Am2, - Gmn(t)

A =

If A is a matrix with m rows and n columns, and if a;; denotes the “cell” at the intersection
of row ¢ and column j, then we denote by AT the “flipped” matrix which has row i of A as its
i—th column, and column j of A as its j—th row.

aiil, a1, ..., Qml
In other words, if A = ((a;;)) andif A™ = ((a},)) then o @iz, 022, o 0m2
a?j = Qj; forall: € [l,m]z andj € [l,n]z‘ We call AT = o : :
the transpose or transposed matrix of A. [ T —

11.1.2 Addition and Scalar Multiplication for n-Dimensional Vectors

Definition 11.3 (Addition and scalar multiplication in R™). || %

Given are two n—dimensional vectors
Z=(x1,x9,...,2,) and ¥ = (y1,Yy2,...,Yyn) and a real number .

We define the sum % + i of ¥ and ¥ as the vector 2 with the components
(11.1) 2= T4y 22 = Loty o5 Zn = TntYn;
We define the scalar product aZ of o and ¥ as the vector «w with the components

(11.2) W] = Qr1; Wy = QX ...; Wy = QLp. O

11.1.3 Length of n-Dimensional Vectors and the Euclidean Norm

It is customary to write ||7]|2 for the length, often also called the Euclidean norm, of the vector 7.
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Definition 11.4 (Euclidean norm). Letn € N and ¥ = (x1, 29, ...,2,) € R" be an n—dimension
vector. The Euclidean norm ||7/]|,, of ¢ is defined as follows:

(11.3) [l = Vzi24z24... tz,2 =

Proposition 11.1 (Properties of the Euclidean norm).
Let n € N. Then the Euclidean norm has the following properties, when viewed as a function

[-lle: R* =Ry 0= (z1,22,...,20) = [[T]2 =
(11.4a) |o2 >0 VYoeR® and |v]2=0 & =0 (positive definiteness)
(11.4b) a2 = |af - ||0]]l2 VT € R",Va € R (absolute homogeneity)
(11.4¢) |0+ |2 < ||U||]2 + ||z VU, W eR” (triangle inequality)

11.2 General Vector Spaces

11.2.1 Vector spaces: Definition and Examples

Definition 11.5 (Vector spaces (linear spaces)). || * | A nonempty set V is called a vector space
or linear space and we call its elements vectors if V' satisfies the following:

(A) There exists a binary operation +:V xV — V; (z,y) — z +y on V such that (V,+) is an
abelian group (see def. 3.2 on p.20). We call z + y the sum of = and y. Note that (V, +) being
an abelian group means that the following properties hold for “+":

1. x+y = y+a forall z,y € V ( commutativity );
2. (x4+y)+z =2+ (y+2) forallz,y,z € V (associativity );

3. There exists an element 0 € V, called the zero element, or zero vector, or null vector,
with the property that x + 0 = = foreach z € V;

4. For every x € V, there exists an element —z € V, called the negative of z, with the
property that x4+ (—z) =0 for each z € V. When adding negatives, then there is a
convenient short form. We write = — y as an abbreviation for z + (—y);

(B) There exists a function - : R x V — V; (o, x) — « -z, i.e., any real number « and vector x
uniquely determine a vector « -z . It is customary to simply write ax for « - z. This vector is
called the scalar product of a and z, and it has the following properties:
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L a(fz) = (ab)z;

2. lx = x;
(C) The operations of addition and scalar multiplication obey the two distributive laws

1. (a+pB)z = ax + Bz;

2. a(fz+y) = ax+ay, O

Remark 11.1. || % | A vector space V is an algebraic structure with the following properties:

(@) V is nonempty and comes with two assignments:
+:VxV >V, (x,y) = x+y,the sum of z and vy,
:RxV = V; (o,x) = a -z, (also written ax), the scalar product of o and x.
(0 (V,+) is an abelian group. We write 0 (null vector) for its neutral element, —z for the
inverse of a vector z, and x — y for = + (—y).
(d) «afzr) = (af)xforalla,f e Randz € V.
(e) 1-z = zforallz € V. (1 is the real number 1).
(f) Two distributive laws:
(a+p)z = ax+ pz,
alz+y) = ar+ay. O

Definition 11.6 (Subspaces of vector spaces). Let V be a vector space and let A C V be a
nonempty subset of V' such that

e Foranyuz,y € Aand o € R the sum z + y and the scalar product ax also belong to A.

Then A is called a subspace of V.
The set {0} which only contains the null vector 0 of V' is called the nullspace. [

Proposition 11.2 (Subspaces are vector spaces). A subspace of a vector space is a vector space,
i.e., it satisfies all requirements of definition (11.5).

A subspace is a subset of a vector space which is closed with respect to vector addition and
scalar multiplication.
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The following example should be thought of as the definition of the very important function
spaces #(X,R), #(X,R), ¥ (X,R).

Example 11.1 (Vector spaces of real-valued functions).

F(X,R) ={f(-): f() is a real-valued function on X }
B(X,R) ={g() : g(-) is abounded real-valued function on X}
€ ([a,b],R) ={h(:): h(-)is a continuous real-valued function for a < x < b}

e We have subspace relationships #(X,R) C ZF(X,R)
e We have subspace relationships €([a,b],R) C #([a,b],R) C #([a,b],R) O

Definition 11.7 (linear combinations). | [

Let V be a vector space and let z1,x2,23,...,2, € V be a finite number of vectors in V.
Let aq,a9,as3,...,a, € R. We call the finite sum
n
(11.5) Z a;x; = 0qx1 + aaTo + @3x3 + ... + apTy
§=0
a linear combination of the vectors z; . The multipliers o, a2, . . . are called scalars. [

Proposition 11.3 (Vector spaces are closed w.r.t. linear combinations). Let V' be a vector space
and let x1,x2,23,...,x, € V be a finite number of vectors in V. Let o1, a2, as,...,0n € R. Then
n

the linear combination ) ojx; also belongs to V. Note that this is also true for subspaces, because
7=0
those are vector spaces, too.

Proposition 11.4. Let V' be a vector space and let (W;);cr be a family of subspaces of V. Let W :=
([W; :i € I]. Then W is a subspace of V.

Definition 11.8 (Linear span). | %
Let V be a vector space and A C V. Then the set

k
(11.6) span(A) = {Zaja:j :keN,ojeRz; e A(1<j<k)}.
j=1
of all linear combinations of vectors in A is called the span or linear span of A. [
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Proposition 11.5. Let V' be a vector space and A C V. Then span(A) is a subspace of V.

Theorem 11.1. Let V be a vector space and A C V.
Let¥ = {W CV :W D Aand W is a subspace of V}. Then span(A) = ﬂ (W:Wev].

Remark 11.2 (Linear span(A) = subspace generated by A). Let V' be a vector space and A C V.
Theorem 11.1 justifies to call span(A) the subspace generated by A. O

Definition 11.9 (linear mappings). || *

Let V1, V2 be two vector spaces. Let the function f(-) : V7 — V5 satisfy

(11.7a) flz+y) = f(x)+ fly) Vz,yeWn additivity
(11.7b) flaz) = af(z) VreV, VaeR homogeneity

Then we call f(-) a linear function or linear mapping. O

Proposition 11.6 (Linear mappings preserve linear combinations).  Let Vi, Vs be two vector
spaces. Let f(-): Vi — Va be a linear map and let x,x9,x3,...,2, € V1 be a finite number of
vectors in the domain Vi of f(-). Let A1, A2, A3, ..., A\ €R.

Then f(-) preserves any such linear combination, i.e.,

(11.8) FO_Xzs) = Y Nif(xj).
§=0

J=0

Lemma 11.1 (F o span = spano F). Let V, W be two vector spaces and F : V. — W a linear mapping
fromV to W. Let A C V. Then

(11.9) F(span(A)) = span(F(A)).

Definition 11.10 (Linear dependence and independence). | [ %

Let V be a vector spaceand A C V
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(@)  Ais called linearly dependent if the following is true: There exist distinct vectors
x1,x2,...7, € Aand scalars o, ag, ... a € R (k € N) such that

k
e not all scalars aj are zero (1 <j<k) e Zajxj - 0.
7j=1

(b)  Ais called linearly independent if A is not linearly dependent, i.e., if the following
is true: Let x1,z9,... 21 € Aand aq, a9, ...a; € R(k € N).

k
o If Zajxj = Othena; =0,foralll1 <j <k 0O
j=1

Definition 11.11 (Basis of a vector space). || %

Let V be a vector space and B C V. B is called a basis of V if both
e Bis linearly independent e span(B) =V. O

Definition 11.12 (Standard basis of R™). || %

Letn € N. For i € [1, n]z, let é(l) = (51'1; 51'27 500 ,dm)—r.
Here 4;; denotes the Kronecker delta: 6;; = 1foralli and 6;; = 0 fori # j. Thus,

1 0 0
0 0 0
D= ||, @=1],...,&=].
0 0 1

Let B := {é® : i € [1,n]z}. Then B is a basis of R” which we call the standard basis, also the
canonical basis, of R". [

Lemma 11.2. Let V' be a vector space and A C V.
Assume that A is linearly independent but not a basis and that y € span(A)c.
Then AU {y} is linearly independent.

Theorem 11.2. Let V' be a vector space with a finite basis B = {b1, ..., by}.
Then any other basis of V has the same size k.
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Definition 11.13 (Dimension of vector spaces). || %

e Let V be a vector space with a finite basis B = {by, ..., b;}. We call k the dimension
of V and we write dim(V') = k.

e If VV does not possess a finite basis then we say that V" has infinite dimension and we
write dim(V') = co. O

Proposition 11.7. For a € R define f,(-) € #(R,R) as follows.
0 ifx # a,
fule) = { 7
1 ifzx=a.
Then o = {fq : a € R} is a linearly independent subset of (R, R).

Proposition 11.8. Let V' be a vector space and let U be a (linear) subspace of V. Let xg € V.
Let U := {u+Mxo:uecUand X\ €R}. Then U = span(U U {xz0}).

Proposition 11.9. Let V and V' be two vector spaces and let U be a proper (linear) subspace of V, i.e.,
UCV.Letxg€ Ut yo € V. Let f := U — V' bea linear function from U into V'. Let o € R. Then

f(z) ifzxel,
Yo fo = X0,

(11.10) g:Ul{zo} = V5 g(z) = {

uniquely extends to a linear function f : span(U \W{xo}) — V' as follows:

(11.11) flx+azg) = f(z) + ayy forxeU,aeR.

11.2.2 Normed Vector Spaces

Definition 11.14 (Inner product). Let V be a vector space with a function
() VXV =R (z,y) > zey:=e(z,y)

which satisfies the following:

(11.12a) zexr>0 VxeV and zezx=0 < =0 positive definiteness
(11.12b) zey=yex Vr,yecV symmetry
(11.12¢) (r+y)ez=xzez+yez VzyzeV additivity
(11.12d) (A)ey=Azey) Vz,yecV VAIeER homogeneity

We call such a function an inner product. [
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Definition 11.15 (Bilinearity). || %

Let V be a vector space with a function
B:VxV —=R; (x,y) — B(z,y).
B(-,-) is called bilinear if it is linear in each argument, i.e., the mappings
B,V —-R; zw— B(x,y)
By:V = R; y~— B(z,y)

are both linear. [

Proposition 11.10 (Algebraic properties of the inner product).
Let V' be a vector space with inner product e(-,-). Let a,b,x,y € V. Then

(11.13a) (a+b)e(z+y)=aex + bex + aey + bey
(11.13b) (x+y)e(r+y)=z0x + 2(ze0y) + yeoy
(11.13¢) (x—y)o(r—y)=z0x — 2(zey) + yeoy

Proposition 11.11 (Inner product on R™)). Let n € N. Then the real-valued function

n
(11.14) (Z,9) — w11+ g+ T = DTy
i=1

where ¥ = (x1,...xy) and § = (y1,...yn), is an inner product on R™ x R™.

Proposition 11.12 (Cauchy-Schwartz inequality for inner products).

Let V' be a vector space with an inner product
() VXV =R (2,y) > zey:=e(z,y)

Then, (roy)® < (zox)(yoy).

Definition 11.16 (sup—norm of bounded real-valued functions). Let X be an arbitrary,
nonempty set. Let f : X — R be a bounded real-valued function on X, i.e., there exists
K > 0Osuch that |f(z)| < K forall z € X. Let

(11.15) [flloo := sup{|f(z)| : x € X}

We call || f|| o the supremum norm or sup-norm of the function f. O
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Proposition 11.13 (Properties of the sup norm). Let X be an arbitrary, nonempty set. Let
PB(X,R) :={h(:) : h(-) is a bounded real-valued function on X}

(see example 11.1 on p. 106). Then the sup—norm
I lloo - BX,R) = Ryey b= [l = sup{[(z)] : = € X}

satisfies the following:

(11.16a)  ||fllec >0V f e B(X,R)and ||flloc =0 < f(:1)=0 positive definiteness
(11.16b)  |laf( o = lal - |f()lec V f € B(X,R),V @ € R absolute homogeneity
(1.16c)  [If () +9C)lloo < NFOlloo + lg(lloc ¥ f, 9 € B(X,R) triangle inequality

Definition 11.17 (Normed vector spaces). Let V' be a vector space with a real-valued function
I V=R a= ]

which satisfies

(11.17a) |z]| >0 VzeV and |z||=0 < z=0 positive definiteness
(11.17b) |lax| = |af - ||| Vx € V,YaeR absolute homogeneity
(11.17¢) lz+y|l <zl + 1yl Yz,yeV triangle inequality
We call || - || anorm on V' and we call V a normed vector space.

We write (V/, || - ||) instead of V when we wish to emphasize what norm on V' we are discussing.
O

Definition 11.18 (p—norms for R"). || %
Let p > 1. It will be proved in prop.11.16 on p.113 that the function

" /
(11.18) £l o= (D lagl?)
j=1

is a norm on R™). This norm is called the p-norm on R"). The Euclidean norm is a p—norm,; it
is the 2-norm on R™). O

Theorem 11.3 (Inner products define norms).
Let V be a vector space with an inner product
o(,): VxV =R (x,y) »zoy

Then
[ lle:z = [z = V(zez)

defines a norm on V
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Definition 11.19 (Norm for an inner product). Let V' be a vector space with an inner product
o(,): VXV =R, (x,y)—zoy

Then

(11.19) [ lle sz = lzlle == V/(z o)

is called the norm associated with the inner product o(-,-). [

Corollary 11.1. The Euclidean norm in R™:

|(z1,z2,...,2zn)ll2 = [ D ;2 (seedef.11.4 on p.104) is a norm.
\/ j=1

Definition 11.20. |[% | Leta,b € R, a < b and assume that f,g : [a,b] — R are integrable
functions. (See example ?? on p.??.)

(@) We call the definite integral / f(z)dx the net area between the graph of f, the z—axis,

a
and the vertical lines through (a,0) (y = a) and (b,0) (y = b). The above integral treats
areas above the x—axis as positive and below the z—axis as negative, i.e., the net area is

the difference between the areas above the z—axis and those below the z—axis.
b
(b) We call / | f(z)|dx the area between the graph of f, the z—axis, and the vertical lines

a
y = a and y = b. Note that f(x) has been replaced by its absolute value | f(x)|. In contrast
to the net area, areas below the z—axis are also counted positive. [

b
() Wecall / f(z) — g(x)dz the net area between the graphs of f and g and the vertical lines

b
y=aandy = b. We call / |f(z) — g(x)|dz the area between the graphs of f and g and

the vertical lines y = a anday =0 O

Proposition 11.14. Let a,b € R such that a < b. and let f : [a,b] — R be continuous. Then

b
/ Hodo = @ Gmsenn s i) = 0 fraia e lail O

Proposition 11.15. Let a,b € R such that a < b. Then the mapping

b
(11.20) (f.9) = fog = [ F@)gla)do
defines an inner product on f € €([a,b],R). O
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Definition 11.21 (Ls—Norm for continuous functions). Let a,b € R such thata < b. Let f e g be
the the following inner product on the space € ([a, b], R) of all continuous functions [a, b] — R:

b
(11.21) feg = / f(z)g(z)dz.

The L?-norm. of f is the norm associated with that inner product:

b
(11.22) Il s £ lIflle = / f2(z)dz.
I:’ a

Definition 11.22 (LP-norms for € ([a, b],R)). |[* | Leta,b € Rsuch thata < band p > 1.
It will be shown in prop.11.17 (The LP-norm is a norm) on p.113 that

b
(11.23) el = ([ fa)Paz)"”

is a norm on € ([a, b], R). This norm is called the LP-norm of f. [

11.2.3 The Inequalities of Young, Hoelder, and Minkowski || %

Proposition 11.16 (The p-norm in R™ is a norm). Let p € [1, c0].

1/p
Then the p-norm I w— ||Z|, = (2?21 |33j|p) is a norm in R™.

Proposition 11.17 (The LP-norm is a norm). Let p € [1, 00] and let a,b € R such that a < b.

1
Then the LP-norm f v ||f||zr = (fab|f(a:)|p> & is a norm in € ([a, b], R).

Proposition 11.18 (Young’s Inequality). Let a,b > 0 and let p,q > 1 be conjugate indices, i.e.,

(11.24) E = L. 1
p q
Then Young's inequality holds:
P a
(11.25) <Y
p q
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Theorem 11.4 (Hoelder’s inequality for LP-norms).
Let a,b € R such that a < b. Let p,q > 1 be conjugate indices, i.e.,

(11.26)

Then Hoelder's inequality is true:
(11.27)
. b g ip , (b 1/q
gl < Ifleslglans e [ If@o@lds < ([ 1r@Pas) " ([ lopaz) "

Theorem 11.5 (Minkowski’s inequality for LP-norms). Let a,b € R such that a < b and let
p € [1,00[. Then Minkowski’s inequality is true:

(11.28) If +glle <Ifllee + llgllee, ie.,

wm ([ rsra)” < ([irore)” (o)

IN

Theorem 11.6 (Hoelder’s inequality for the p-norms). Let n € N
and ¥ = (x1,...2N),¥ = (y1,...yn) € R™ Let p,q > 1 be conjugate indices, i.e.,

(11.30)

Then Hoelder’s inequality in R™ is true:

n n / n /
(11.31) Soleguil < 1Ml des D kegusl < (Soles) " (Do luste)
j=1

el j=1 j=1

Theorem 11.7 (Minkowski’s inequality for (R™, | - ||5)). Let n € Nand & = (x1,...xN).
Let ¥ = (y1,...yn) € R" and p € [1,00[. Then Minkowski’s inequality for (R", || - ||,) is true:

N

(11.32) 17+l <IZlp + 17llp, i-e

(152 (Ststur)” < (Sit@r)” + (Slo@r)"™
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12 Maetric Spaces and Topological Spaces — Part I

12.1 Definition and Examples of Metric Spaces

Definition 12.1 (Metric spaces). Let X be an arbitrary, nonempty set.
A metric on X is a real-valued function of two arguments

d(+,"): X x X =R, (z,y) — d(z,y)

with the following three properties:

(12.1a) d(z,y) >0 Vz,ye€ X and d(z,y)=0 < x=y  positive definiteness
(12.1b) d(z,y) =d(y,z) Vx,ye X symmetry
<d

(12.1¢) d(z,z2) < d(z,y) +d(y,z) Vz,y,z€ X triangle inequality

Let z,y € X and ¢ > 0. We say that x and y are e—close if d(z,y) < €. The pair (X,d(-,-)),
usually just written as (X, d), is called a metric space. We'll write X for short if it is clear
which metric we are talking about. [J

Remark 12.1 (Metric properties). Let us examine what those properties mean.

“Positive definite”: The distance is never negative and two items = and y have
distance zero if and only if they are equal.
“symmetry”: the distance from z to y is no different to that from y to z. That

may come as a surprise to you if you have learned in Physics
about the distance from point a to point b being the vector v/
that starts in a and ends in b and which is the opposite of the
vector o that starts in b and ends in a, i.e.,, ¥ = —w . We only
care about size and not about direction.

“Triangle inequality”: If you directly drive from x to z then this will take less fuel
than if you make a stopover at an intermediary y. 0O

Proposition 12.1. Let (X, d) be a metric space. Let n € Nand z1,x2,...,z, € X. Then

n—1
(12.2) d(z1,2n) < Y d(zj,x541) = d(z1,72) + d(22,33) + d(Tn-1,Tn)-
j=1
Theorem 12.1 (Norms define metric spaces). Let (V.|| - ||) be a normed vector space. Then the
function
(12.3) () 1 V x V = Rso; (z,y) — dyy(z,y) = ||y — =]
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defines a metric space (V, dj.| ).

Definition 12.2 (Metric induced by a norm). We say that the metric d. (-, -) defined by (12.3)
is induced by the norm | - ||. and that d)(-, ) is derived from the norm || - ||, or that d) (-, )
is associated with the norm || - ||

Definition 12.3 (Discrete metric). Let X be nonempty. Then the function

d(z, ) 0 forz=y
x,y) =
Y 1 forx#y

on X x X is called the discrete metricon X. [

Proposition 12.2. The discrete metric satisfies the properties of a metric.

12.2 Measuring the Distance of Real-Valued Functions

Definition 12.4 (Maximal displacement distance between real-valued functions). Let X be an
arbitrary, nonempty set and let f(-), g(:) : X — Rbe two real-valued functions on X. We define

the maximal displacement distance , also called the sup-norm distance or || - || distance,
between f(-) and ¢(-) as
(12.4) doo(f,9) = IlF() =9()llee = sup{|f(z) —g(z)|: z € X},

i.e., as the metric induced by the sup—norm on the set 2(X,R) of all bounded real-valued
functionon X. [

Definition 12.5 (Mean distances between real-valued functions). Let a,b € R such thata < b
and let f(-),g(:) : X — R be two continuous real-valued functions on X. We define the mean
square distance between f(-) and g(-) on [a, b] as

1/2

b
(12.5) dr2(f,9) = At = lg—fllzz = (/ (g(x)—f(x)de) :

i.e., as the metric induced by the L?-norm on the set € ([a,b],R) of all continuous and
bounded real-valued function on [a, b].

We further define the mean distance between f(-) and g(-) on [a, b] as

(12.6) dp(£,9) = i) = lo— Flln = /|g f(zlde,

i.e., as the metric induced by the L'-norm on the set €z([a,b],R). O
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12.3 Neighborhoods and Open Sets

Definition 12.6 (¢-Neighborhood). Given a metric space (X, d), zg € X and ¢ > 0, let
(12.7) N:(zo) = {z € X :d(z,z9) < e}

be the set of all elements of X with a distance to x of strictly less than the number ¢ (the open
set around xg with “radius” ¢ from which the points on the boundary (those with distance
equal to ) are excluded). We call N, (z) the e—neighborhood of zy. O

Definition 12.7 (Interior points in metric spaces). Given is a metric space (X, d).
An element a € A C X is called an inner point or interior point of A if we can find some
e > 0 (no mattter how small), so that N.(a) C A. O

Definition 12.8 (Open sets in metric spaces). Given is a metric space (X, d).
A set all of whose members are interior points is called an open set. [

Proposition 12.3. Let (X, d) be a metric space. Let z,y € X and ¢ > 0 such that y € N.(z).
If 6 > 0 Then Nj(y) C Nsie() .

Proposition 12.4.  N_(x¢) is an open set

Proposition 12.5 (Open intervals are open in (R, d|.|) ).
Let a,b € R such that a < b. Then the open interval |a,b[ is an open set in (R, d|.).

Definition 12.9 (Neighborhoods in Metric Spaces). Let (X, d) be a metric space, o € X. Any
open set that contains z( is called an open neighborhood of zy. Any superset of an open
neighborhood of z is called a neighborhood of zy. O
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Remark 12.2.

(@) You will see very often that the important neighborhoods are the small ones, not
the big ones. The definition above says that, for any neighborhood A, of a point
x € X, one can find an open neighborhood U, of x such that U, C A,. Thus, very
often the open neighborhoods are the important ones. Accordingly, there are many
theorems where it is assumed that some given neighborhood is open.

(b) The empty set is not a neighborhood of any = € X, since the condition = € ) is never
satisfied. [J

Proposition 12.6 (Metric Spaces are Hausdorff Spaces).

Let (X, d) be a metric space and let x,y be two different elements of X. Then there exist neighborhoods
N, of x and Ny of y such that N N N, = ().

Theorem 12.2 (Metric spaces are topological spaces).
The following is true about open sets of a metric space (X, d):

(12.8a) An arbitrary union U U; of open sets U is open.

i€l
(12.8b) A finite intersection Uy NUz N ... N U, (n € N) of open sets is open.
(12.8¢) The entire set X is open and the empty set () is open.

12.4 Convergence

Definition 12.10 (Convergence of Sequences in Metric Spaces). Given is a metric space (X, d).
We say that a sequence (z,,) of elements of X converges to a € X forn — oo if the z,, will
eventually come arbitrarily close to a in the following sense:

Let ¢ be a (arbitrarily small) positive real number. Then there is a (possibly extremely large)
integer ng such that all z; belong to Ns(a) just as long as j > no.

This can also be expressed as follows:
(12.9) For all 6 > 0 there exists ng € N such that d(a,z;) < 0 forall j > ny.

Here is an yet another way of expressing convergence of (), to a:

e No matter how small a neighborhood of a is given, all members xz,, will eventually
be inside that neighborhood.

We write either of

(12.10) a= lim z, or Ty = Q
n—oo

and we call a the limit of the sequence (z,) O
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Theorem 12.3 (Limits in metric spaces are uniquely determined).

Let (X, d) be a metric space and let (), be a convergent sequence in X. Then its limit is uniquely
determined.

Proposition 12.7. Let (X, d) be a metric space and L,x,, € X (n € N). Let 0,, € Rs¢ such that
0p, — 0as n — oo. Assume further that x,, € N5, (L) forall n € N. Then lim z, = L.

n—00

Corollary 12.1. Let (X, d) be a metric space and L,x,, € X (n € N) such that d(x,,L) < L for all
n € N.

Then lim z, = L.
n—oo

Proposition 12.8. Let (X, d) be a metric space, L € X and x,, = L for all n € N. Then li_>m x, = L.
n—oo

Proposition 12.9. Let x,,, y, be two sequences in a metric space (X, d). Assume there is K € N such
that z,, = y, foralln > K. Let L € X Then

lim z, =L & lim y, = L.
n—oo n—oo

Proposition 12.10 (Subsequences of sequences with limits).

Let (z,)n be a sequence in a metric space (X,d) with limit L := 1i_>m Zp. Then it is true for any
n—oo

subsequence (xy,,);, that lim x,, = L.
Jj—o0

Proposition 12.11. Let x,, be a convergent sequence in a metric space (X, d) with limit L € X. Let
K € N. Forn € Nlet y, :== xpy . Then (Yn)n = L.

lim
n—oo

Remark 12.3. The following allows us to prove convergence of z, to L € (X, d) by utilizing
what we know about convergence in (R, d| - |).

lim z, = L < lim d(zp,L) = 0. O

n—00 n—oo
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Remark 12.4 (Opposite of convergence). [ limy_,o 2 = L is NOT true | <

[ there exists some € > 0 such that for all N € N there exists some natural number
j = j(N)suchthatj > N and d(z;, L) >¢]. O

Proposition 12.12 (Opposite of convergence).

[ A sequence (), with values in (X, d) does not have L € X as its limit | <

[ there exists some e > 0 and ny < ng < nz < --- € N such that d(x,,, L) > ¢ for all j. ]

In other words, there is a subsequence (x,,,); which completely stays out of some e~neighborhood of L.

12.5 Abstract Topological spaces

Definition 12.11 (Abstract topological spaces). Let X be an arbitrary nonempty set and let i
be a set of subsets of X whose members satisfy the properties a, b and c of (12.8) on p.118: 6

(12.11a) An arbitrary union U U; of sets U; € i belongs to 4,

iel
(12.1lb) Ul,UQ,...,UHELl(TLEN) = U nNnUyN...NnU, €l
(12.11¢) Xey and el

Then (X, ) is called a topological space The members of il are called open sets of (X, 4l). The
collection il of open sets is called the topology of X. [

Every metric space (X, d) is a topological space in the following sense: If {{; denotes the open
sets of (X, d) then (X, ;) is a topological space.

Every normed vector space (V|| - ||) is a topological space in the sense that If {(; denotes the
open subsets of a metric space (X, d) then (V, {l4) is a topological space. [

Definition 12.12 (Metric Topology and Norm Topology). || *

(@) Let (X,d) be a metric space and let {l; be as defined in (??). We say that {{, is induced Hy
the metric d(-, ) or that it is generated by the metric d(-, ). or that it is the metric topology
of X. If it is clear which metric d on X we mean then we also simply refer to “the” metrjic

topology.

!Note that we encountered subsets of 2% with special properties previously when looking at rings of sets in Definition
8.4 (Rings, algebras, and o—algebras of Sets) on p.74.
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(b)

Let (V]| - ||) be a normed vector space, and let (.| be as defined in (??), i.e., & is tlle
topology defined by the metric d|.|. We say that this topology is induced by the norm || | ||
or that it is generated by the norm || - ||. If it is clear which norm on V' we are studying thén
we call the topology associated with this norm the norm topology of V. [

Definition 12.13 (Discrete topology). || * | Let X be a nonempty set with the discrete metric

We call the topology associated with the discrete metric the discrete topology of X. [

d(z, ) 0 for x =y,
x,y) =
Y 1 for z # y.

Proposition 12.13. Let (X, d) be a metric space with the discrete metric.
Then its associated topology is

g = 2¥ = {A: AC X}

Proposition 12.14. Let X be an arbitrary nonempty set and let 31 := {0, X }.
Then (X, 41) is a topological space.

Definition 12.14 (Indiscrete topology). Let X be a nonempty set.
The topology {0, X'} is called the indiscrete topology of X. [

Remark 12.5.

The picture to the right 17 demonstrates that there are
exactly three mutually exclusive choices how a point
in (X, Y) is related to a subset S of X:

(a) either like the point x: There exists an open

I set U such thatx € U C S,
De ) (b) or like the point z: There exists an open set
N U such that z € U C ST,

(c) or like the point y: There is no open set U
such that ye UC S ory € U C SC, ie.,
every open set that contains y intersects both
Sand SC.

We can classify any element « € X accordingly: « satisfies either (a) or (b) or (c).

7Source: Wikipedia, https:/ /en.wikipedia.org/wiki/Interior_(topology). The author does not like to use the letter S
for subsets of topological spaces, but it came with the picture.
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Definition 12.15 (Neighborhoods and interior points in topological spaces). Let (X, ) be a
topological space, z € X and S C X. It is not assumed that S be open.

(@) S is called a neighborhood of x and z is called an inner point or interior point of
S if there exists an open set U such that

z € U CS.

We call the set S° := { all interior points of S} the interior of S. An alternate but
less commonly used notation for S is int(.S).

(b) =z is called an exterior point of S if x is an inner point of SC, i.e., there exists an open
set U’ such that

xeU CS§ C,
We call the set ext(S) := { all exterior points of S} the open exterior of S.

(c) =z is called a boundary point of S if any neighborhood of  intersects both S and SC.
We call this set the boundary of S and denote it 9S. [

If S is an arbitrary subset of X, U is an open subset of X, and z € X, then

(@) zisaninterior pointof S <« Sisaneighborhood of x.
(b) =z isaninterior pointof U < xz € U.
(0 If UCS thenall elements of U are interior points of S,i.e.,, U C S°.

Proposition 12.15. Let (X, i) be a topological space and let A C X. Then
(12.12) AO:U[Ueu:UgA}.

In other words, the interior of A is the union of all open subsets of A.

The interior A° of A is the largest of all open subsets of A.

Proposition 12.16. Let (X, L) be a topological space.
IfACBC X then A° C B°. O

'8The expression “open exterior” has been adopted from Wikipedia.
Source: https:/ /en.wikipedia.org/wiki/Interior_(topology)
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Proposition 12.17. Let (X, 1) be a topological space and let A C X. Then,
(12.13) X = A°[H ext(4) |{ 9(4) .

Thus, X is partitioned into the interior, open exterior and boundary of anyone of its subsets.

Theorem 12.4 (Hierarchy of topological spaces). We have seen the following:

(a) R™, in particular R = R, is an inner product space (see prop.11.11 on p.110).

(b) All inner product spaces are normed spaces (see thm.11.3 on p.111).

(c) All normed spaces are metric spaces (see thm.12.1 on p.115).

(d)  All metric spaces are topological spaces (see Definition 12.11 on p.120, Definition 12.12 on
p.120).

12.6 Bases and Neighborhood Bases |[*

Definition 12.16 (Base of the topology). Let (X, 4l) be a topological space. A subset B of 4l of
open sets is called a base of the topology if any nonempty open set U can be written as a union
of elements of B:
(12.14) U=|JB (BiecBforallicl)

i€l
where I is a suitable index set, which of course will in general depend on U. [

Definition 12.17 (Neighborhood base of a point). Let (X, {l) be a topological space.
(@) The following set of subsets of X,
(12.15) N(z) = {A C X : Ais aneighborhood of =},

is called the neighborhood system of x

(b) Given a point z € X, any subset B := B(z) C N(z) of the neighborhood system of
x is called a neighborhood base of z if it satisfies the following condition:
e Forany A € 9(x), there exists a set B € B(z) suchthat BC A. O

Definition 12.18 (First axiom of countability). Let (X, {l) be a topological space.
We say that X satisfies the first axiom of countability or X is first countable if we can find
for each z € X a countable neighborhood base. []
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Proposition 12.18 (c-neighborhoods are a base of the topology).
Let (X, d) be a metric space. Then both

Py = {N(z):z € X, e >0} and By = {Nijp(z): 2z € X,n € N}
are bases for the topology of (X, d) (see 12.16 on p.123)

Theorem 12.5 (Metric spaces are first countable). Let (X, d) be a metric space. Then X is first
countable.

Proposition 12.19. Let (X, d) be a metric space and let B := {Ny,,(z) : v € X,k € N}. Then B is
a base of the topology for the associated topological space (X, 4Uz).

Definition 12.19 (Second axiom of countability). Let (X, 4[) be a topological space.
We say that X satisfies the second axiom of countability or X is second countable if we can
find a countable base for 4. [J

Theorem 12.6 (Euclidean space R™ is second countable).
Let B be the following collection of open subsets of R™:
(12.16) B = {Ny(@:7€Q" jeEN}.

Here, " .
Q" ={7=(a1,..-,an):¢; €Q, 1<j<n}
is the set of all points in R™ with rational coordinates. Then B is a countable base of R".

12.7 Metric and Topological Subspaces

Definition 12.20 (Metric subspaces). Given is a metric space (X, d) and a nonempty A C (X, d).

Let
© d| 4 AxA—Rso betherestriction d|, ,(z,y) = d(z,y)(z,y € A)

of the metric d to A x A (see Definition 5.15 on p.45).
It is trivial to verify that (A, d

We call (4, d| 4x4) @ metric subspace of (X, d) and we call d| 4 4 the metric induced by d or
the metric inherited from (X,d). O

4x 4) 18 @ metric space in the sense of Definition 12.1 on p.115.

Remark 12.6.

Metric subspaces come with their own collections of open and closed sets,
A neighborhoods, e-neighborhoods, convergent sequences, ...

Watch out when looking at statements and their proofs whether those concepts
refer to the entire space (X, d) or to the subspace (4,d|, ,). O
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Notation 12.1.
a) Because the only difference between d and d 4 4 is the domain, it is customary to
write d instead of d| 4 4 to make formulas look simpler, if doing so does not give

rise to confusion.
b) We often shorten “open in (A,d|, ,)” to “open in A”, “closed in (A,d|, ,)

“closed in A”, “convergent in (A,d| , ,)” to “convergentin A”, ..... O

4

to

Definition 12.21 (Traces of sets in a metric subspace). || *

Let (X, d) be a metric space and A C X a nonempty subset of X, viewed as a metric subspace
(A,d‘AXA) of (X,d). Let @ C X.

We call Q N A the trace of Q in A.
Fore > 0 and a € Alet N.(a) be the e-neighborhood of a (in (X, d)). We define
(12.17) NA(a) = N.(a)N A.
i.e.,, N2 (a) is defined as the trace of N.(a) in A. O

Proposition 12.20 (Open sets in metric subspaces are traces of open sets in X).
Let (X, d) be a metric space and A C X a nonempty subset of X.
(a) Lete>0andac A Then
(12.18) NA(a) = N.(a)nA = {z € A:d|, ,(z,a) <e},
i.e., N2(a) is the “ordinary” e-Neighborhood of a in the metric space (A,d|, ,) (as it
was originally defined in Definition 12.6 on p.117). It thus follows from (12.17) that each

e-neighborhood in the subspace A is the trace of an e-neighborhood in X.
(b) Generalization: U C A is open in (A, d‘ axa) & thereisanopenV C (X, d) such that

(12.19) U=VnA.

In other words, U is the trace of a set V which is open in X.

Remark 12.7 (Convergence does not necessarily extend to metric subspaces).

Let (X, d) be a metric space, A C (X, d) and a,, € A for all n € N. Be aware that convergence of
the sequence (a,) in the space (X, d) (i.e., there exists # € X such that z = li_)m ap) does NOT
imply convergence of the sequence in the subspace (4, d| 4x4)! Rather, we have the following

dichotomy:
(@) z € A: Then a, converges to x in the subspace (A, d 4x ) (and also in (X, d)).

(b) =z e AL: Then a, converges to z in (X, d) but not in (A, d’AXA). O
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Definition 12.22 (Topological subspaces). || *

Let (X, 4l) be a topological space and A C X. We say that V' C A is open in A if V is the trace
of an open set in X, i.e., if there is some U € il such that V' = U N A. We denote the collection
of all open sets in A as l4. In other words,

g = {VNA:V e}

We call (A,4,) a topological subspace or also just a subspace of (X,{l) and we call {4 the
subspace topology induced by (X, {l) or the subspace topology inherited from (X, ). O

Proposition 12.21 (Topological subspaces are topological spaces). Let (X,{) be a topological
space, A C X, and let {4 be the collection of all open sets in A. Then (A, $L4) is a topological space, i.e.,
it satisfies Definition 12.11 on p.120 of an abstract topological space.

12.8 Contact Points and Closed Sets

Definition 12.23 (Contact points). Given is a topological space (X, 4l).
Let A C X and z € X (z may or may not to belong to A). z is called a contact point, of A if

(12.20) AN N # 0 for any neighborhood N of z. O

Definition 12.24 (Closed sets). Let (X, ) be topological space and A C X. Let the set A be

(12.21) A = {r € X :xisa contact point of A}.

We call A the closure of A. A set that contains all its contact points is called a closed set. [

Proposition 12.22. If A is a subset of a topological space then

(12.22) A= AUOA) = A° U 9(A).

Theorem 12.7 (Sequence criterion for contact points in metric spaces).

Given is a metric space (X, d). Let A C X and x € X. Then x is a contact point of A if and only if
there exists a sequence x1,x2, x3, ... of members of A which converges to x.
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Theorem 12.8 (Open iff complement is closed).
Let (X, d) be a metric space and A C X. Then A is open if and only if AC is closed.

Proposition 12.23. Let (X, 4l) be a topological space. The closed sets of X satisfy the following:

(12.23) (a) An arbitrary intersection of closed sets is closed.
' (b) A finite union of closed sets is closed.
(c) The entire set X is closed and () is closed.

Proposition 12.24. Let (X, Y1) be a topological space and A C B C X. Then AC B.

Proposition 12.25. Let (X, i) be a topological space and A C X. Then,

(12.24) 9A = An AC.
In other words, x € X is a boundary point of A if and only if x is a contact point of both A and AL,

Proposition 12.26 (Minimality of the closure of a set).
Let (X, 41) be a topological space and A C X. Then

(12.25) A= [CQ A:Cis closed].

In other words, the closure A of A is the smallest of all closed supersets of A.

Proposition 12.27 (Closure of a set as a hull operator).
Let (X, 41) be a topological space. Consider the closure of sets as a function

- 2% 59X, A— A.
Then this function has the following properties for all A, B C X:
@b =0  ®MACA (A=A  @AUB=AUB.

Definition 12.25 (Contact points vs Limit points). || %

Given is a topological space (X, ). Let A C X and z¢ € X. zg is called a limit point or cluster
point or point of accumulation of A if every neighborhood U of z intersects A in at least one

point other than zy, i.e.,
Un(A\z) # 0. O
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12.9 Bounded Sets and Bounded Functions in Metric Spaces

Definition 12.26 (bounded sets). Given is a subset A of a metric space (X, d).
The diameter of A is defined as

(12.26) diam(() := 0, diam(A) :=sup{d(z,y): z,y € A} if A # 0.
We call A a bounded set if diam(A) < co. O

Proposition 12.28. Given is a metric space (X, d) and a nonempty subset A. The following are equiv-
alent:

(a) diam(A) < oo, 1i.e., Ais bounded.
(12.27) (b) There exists v > 0 and xg € X such that A C N (xo).

(c) For all x € X there exists v > 0 such that A C N, (x).

Proposition 12.29. Let (X, d) be a metric space. For n € N let A,, C X such that 6,, := diam(A,,) —
0asn — oo. Let A := ", Ay,. Then,

eitherr A = (), or thereissomea € X such that A = {a}.

Proposition 12.30. Let (X, d) be a metric space and A C X. Then,

diam(A) = diam(A).

Proposition 12.31. Let (X, d) be a metric space. Let Ay O As D ... be subsets of X such that
diam(A,) — 0asn — oo and let A := (; Aj. Let x, € Ay, for all n. Then

o (z,)n converges if and only if A is not empty.
o IfA#0,then Ais thesingletonset A = { lim Cﬂn}-

n—oo

12.10 Completeness in Metric Spaces

Definition 12.27 (Cauchy sequences '°). Given is a metric space (X, d). A sequence (z,,) in X
is called a Cauchy sequence or, in short, it is Cauchy if for any € > 0 (no matter how small),
there exists some index ng € N such that

(12.28) d(zi,z;) < € forall i,j > ng

This is called the Cauchy criterion for convergence of a sequence. [
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Example 12.1 (Cauchy criterion for real numbers). In R we have d(z,y) = |x — y| and the Cauchy
criterion requires for any given ¢ > 0 the existence of ng € N such that

(12.29) |z —xj] < ¢ foralli,j > ng. O

Proposition 12.32. Let (X, d) be a metric space and x,, € X (n € N). Then the following are equiva-
lent:
(a) (zn)n is Cauchy.
(b) The diameters of the tail sets T, = {x; : j > n} converge to zero.
(c) There exists a nonincreasing sequence Ay O Ag O ... of subsets of X such that z, € A,
and diam(Ay) — 0as n — oo.

Proposition 12.33. A Cauchy sequence in a metric space is bounded.

Theorem 12.9 (Convergent sequences are Cauchy).
Let (xy,)r, be a convergent sequence in a metric space (X, d). Then (zy,)y is Cauchy.

Proposition 12.34. Let (), be a Cauchy sequence in a metric space (X, d).
If some subsequence x,; converges to a limit xo. Then

(a) ANY subsequence of (), converges to L.
(b) (zy)n is a convergent sequence.

Further, any subsequence yy,; of a convergent sequence (yy), converges to the limit of (yn)n.

Definition 12.28 (Completeness in metric spaces). A subset A of a metric space (X, d) is called
complete, if any Cauchy sequence (a,,) with elements in A converges to some a € A. O

Theorem 12.10 (Completeness of the real numbers).
Let (x,,) be a Cauchy sequence in R. then there exists a real number L such that L = 1i_>m T

Theorem 12.11 (Completeness of R™).

Let (Z;) be a Cauchy sequence in R™. Then there exists & € R"™ such that @ = lim Z;.
Jj—o0

19Cauchy sequence are named after the great french mathematician Augustin-Louis Cauchy (1789-1857) who con-
tributed massively to the most fundamental ideas of Calculus.
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Proposition 12.35. Let #; = (;1, %9, ..., %)) and b € R™. Then,

(12.30) lim #; = b & lim zj; = byforall 1 <k<mn.
j—00 Jj—00

Proposition 12.36.  The metric space (Q, d|.|) (Euclidean metric) is not complete.

Proposition 12.37. Let d be the discrete metric on a nonempty set X and let (x,,), a sequence in X.

Then, ) )
en (xn)n is Cauchy < (xy), converges < (xzp)p is constant eventually.

Corollary 12.2.  Discrete metric spaces are complete.

Theorem 12.12.  Any complete subset of a metric space is closed.

Theorem 12.13 (Closed subsets of a complete space are complete).

Let (X, d) be a complete metric space and let A C X be closed. Then A is complete, i.e., the metric
subspace (A,d| ,. ,) is complete.
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13 Maetric Spaces and Topological Spaces — Part II

13.1 Continuity

13.1.1 Definition and Characterizations of Continuous Functions

Definition 13.1 (Sequence continuity). Given are two metric spaces (X, d;) and (Y,d2). Let
AC X, 290 € Aandlet f : A — Y be a mapping from A to Y. We say that f is sequence
continuous at xg and we write

(13.1) lim f(z) = f(zo),

T—rT0

if the following is true for any sequence (z,) with values in A:
(13.2) if x,, — xo then f(x,) — f(xzo).

In other words, the following must be true for any sequence (x,) in A and zg € A:

(13.3) nh_}rrgoxn =z9 = lim f(z,) = f(lim z,) = f(x0).

n—oo n—00

We say that f is sequence continuous if f is sequence continuous at x( for all zp € A. O

Definition 13.2 (¢-0 continuity). Given are two metric spaces (X, d;) and (Y,d2). Let A C X,
zo € Aand let f(-) : A — Y be a mapping from A to Y. We say that f(-) is e-0 continuous at
xq if the following is true: For any (whatever small) ¢ > 0 there exists § > 0 such that either
one of the following equivalent statements is satisfied:

(13.4) f(Ns(zo) N A) C Ne(f(x0)),
(13.5) di(x,x0) < 6 = da(f(z), f(x0)) <e forallz € A.

We say that f(-) is e-0 continuous if f(-) is -0 continuous ata foralla € A. O

f is e-6 continuous at zy <> forall e > 0 there exists § > 0s.t. f(Ng(z0)) € N.(f(z0)). O

Theorem 13.1 (Continuity criterion).
Let (X, dy) and (Y, dz2) be two metric spaces. Let A C X, xg € Aand let f(-) : A— Y. Then,

e fissequence continuous at xg & f is e-0 continuous at x.
o In particular f is sequence continuous (on A) if and only if f is e-6 continuous.
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Definition 13.3 (Continuity in metric spaces). From now on we can use the terms “c-0 con-
tinuous at z¢” and “sequence continuous at z¢” interchangeably for functions between metric
spaces and we will simply speak about continuity of f at zo. [

Theorem 13.2 (Neighborhood characterization of continuity). Let (X, dy) and (Y, d2) be two met-
ric spaces. Let A C X, xg € A, and let f(-) : A — Y be a mapping from A toY . Then

[ is continuous at o if and only if for any neighborhood Vi, of f(wo), there exists a neighborhood
Uy, Of xq in the metric space (X, dy ), such that

(13-6) f(Uxo n A) - Vf(xo) :
Equivalently, (13.6) can be stated in terms of the subspace (A, d, | L follows.
for any neighborhood Vi, of f(wo) there exists a neighborhood U, A of mg in the metric space
(A dy|,, ) such that
A
(13.7) fUz) € Vi(zo)-

Theorem 13.3 (Rules of arithmetic for continuous real-valued functions).
Given is a metric space (X, d). Let the functions

FC)90), A0), f20), £3(), - () : A— R

all be continuous at xo € A C X. Then

(a) Constant functions are continuous everywhere on A.

(b) The product fg(-) : © — f(x)g(z) is continuous at xq. Specifically, af(-) : x — a - f(z)
where o € R is continuous at xg. In particular (a = —1) the function —f(-) : x — —f(x) is
continuous at x.

(c) Thesum f+ g(-): xz — f(x)+ g(x) is continuous at x.

(d) If g(xo) # 0 then the quotient f/g(-) : x — f(z)/g(x) is continuous at x.

(e) Any linear combination® >~ a;f;(+) : @ — > a;f;(x) is continuous in x.

j=0 =0

Definition 13.4 (Continuity for topological spaces). Given are two topological spaces (X, 4l;)
and (Y, ;). Let AC X, xp € Aand let f : A — Y be a mapping from Ato Y.

We say that f is continuous at x¢ if the following is true:

For any neighborhood V., of f(x0), there exists a neighborhood Uy, of x¢ in the topological
space (X, 1), such that

(13.8) fUze NA) C Vi(gy) -

Equivalently, continuity at ¢ can be stated in terms of the subspace (A4, 4l; ,) as follows.

ny neighborhood V¢, ) of f(xp) t a hborhood U, A of xg in (A, 44 ,) such that
fo gy neig o) Of f(0) thepeds angighbo oin (4,4,)
We say that f is continuous if f is continuous ata foralla € A. O
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Proposition 13.1 (“f~!(open) = open” continuity).
Let (X, ) and (Y, V) be two topological spaces and let f : X — Y. Then

o fis continuous (on X) & All preimages f~1(V') of open V. C Y are open in X.

Proposition 13.2 (The composition of continuous functions is continuous).
Let (X, ), (Y,Q) and (Z,20) be topological spaces.
Let f : X — Y be continuous at xy € X and g : Y — Z continuous at f(xg).

o Then the composition go f : X — Y is continuous at x.

Proposition 13.3 (continuity of constant functions).
Let (X, ) and (Y, D) be topological spaces and yo € Y.
o Then the constant function f : x — yo is continuous.

Proposition 13.4 (continuity of the identity mapping).
Let (X, 3L)be a topological space and let

idx : X = X; T

be the identity function on X. Then idx is continuous.

Proposition 13.5. Let d be the standard Euclidean metric and let d' be the discrete metric on the set R
of all real numbers. Let

f:(Rd)— (Rd); zw—uz and  g:(R,d) — (R, d); z—=x
both be the identity function on R. Then,

e fis continuous at every point of R
e g is not continuous anywhere on R.

Remark 13.1.

(@) All statements about continuity proven for topological spaces are also true for the
special case of metric spaces.

(b) One may assume for statements involving continuity of a function f between metric
spaces (X,d) and (Y, d’) or between topological spaces(X,{l) and (Y,Y) that f is
defined on all of X rather than assuming more generally that f is defined (only) on
some arbitrary subset A of X.

The general case of f : A — Y is then covered for metric spaces by replacing (X, d)
with (A,d|AXA) (we deal with f : (A, d‘AXA) — (Y, d")), and it is covered for topo-
logical spaces by replacing (X, i) with (A,4l4) (we deal with f : (4,4U4) — (V,)),
just as Iong as the prool does not make use Of a property of X which its subset A

does not satisfy. [
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13.1.2 Uniform Continuity

Definition 13.5 (Uniform continuity of functions). Let (X, d;), (Y, d2) be metric spaces and let
A be a subset of X. A function

fGO): A=Y is called uniformly continuous

if, for any € > 0, there exists a (possibly very small) § > 0 such that
(13.10) do(f(xz) — f(y)) <e foranyz,y € Asuchthatd;(z,y) < J. O

13.1.3 Continuity of Linear Functions

Lemma 13.1. Let f : (V.|| - ||) = (W, 1 - 1) be a linear function between two normed vector spaces.
Let

a = sup{ | f(@) | 12 € Vi al| = 1},
b= sup{ | f(2) | sz eV, |2l <1},
¢ = sup{%:xé‘f,x#@.

Then,a = b = c.

Definition 13.6 (norm of linear functions). | %

Let f: (V,|-]l) = (W, 1 -1 ) bealinear function between two normed vector spaces. We denote
the quantity a = b = ¢ from lemma 13.1 by || f||, i.e.,

I£ = sup{ | f(=) | -z €V, |zl =1}
= sup{ | f(z) | 1z €V 2] <1}

:sup{%:xelﬂx;«ém.

(13.11)

| f]| is called the norm of the linear function f.

g

Theorem 13.4 (Continuity criterion for linear functions).

Let f - (V) ||-|l) = (W, 1 - 1) bealinear function between two normed vector spaces. Then the following
are equivalent.
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(A) f is continuous at x = 0,

(B)  f is continuous in all points of V,
(C)  f is uniformly continuous on V,
(D) |l <oo.

Moreover, such a continuous linear function satisfies the inequality
(13.12) 1 7@ < Ifl-lell, forallze V.

Theorem 13.5 (|| f|| is a norm). | % | Let
(13.13) €u(V.W) = Co((Vo |- 1), W, 1-1)) := {f:V = W : fis linear and continuous }.
Then, € ,,(V, W) is a vector space and

(13.14) fe IfIl = sup{ | f(2) ] : [l=ll = 1}
defines a norm on € ,(V, W).

13.2 Function Sequences and Infinite Series

13.2.1 Convergence of Function Sequences

Definition 13.7 (Pointwise convergence of function sequences). Let X be a nonempty set, (Y, d)
a metric space and let f,(-) : X - Y and f(-) : X — Y be functions on X (n € N) . Let
A C X be a nonempty subset of X.

We say that f,,(-) converges pointwise or, simply, converges to f(-) on A and we write f,,(-) —
f(-)on Aasn — oo, or simply f,(-) = f(-) on 4, if

(13.15) fu(x) = f(x) asn — oo forall z € A.
We omit the phrase “on A” if it is clear how A is defined, in particular if A = X. [

Definition 13.8 (Uniform convergence of function sequences). Let X be a nonempty set, (Y, d)
a metric space, let f,(-) : X - Y and f(-) : X — Y be functions on X (n € N), and let
ACX.

We say that f,(-) converges uniformly to f(-) on A and we write
(13.16) fa() =5 f() on A%

if, for each £ > 0 (no matter how small), there exists an index ny which can be chosen once and
for all, independently of the specific arcument z, such that

(13.17) d(fn(z), f(z)) <e forallz € A andn > no.

We omit the phrase “on A” if it is clear how A is defined, in particular if A = X. [
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Proposition 13.6 (Uniform convergence is || - ||« convergence).
The following is true for any a nonempty set X and f,, f € B(X,R):

ROBI0 e RO RO, e,
Fa() 5 FC) & fn converges to f in the metric space (B(X,R),dj... (")) -

Definition 13.9 (Norm and metric of uniform convergence). || %

We also call the sup—norm on #(X, R) the norm of uniform convergence on X and its associ-
ated metric dj.| (-, -) the metric of uniform convergence on X. [J

Theorem 13.6 (Uniform limits of continuous functions are continuous).

Let (X, dy) and (Y, d2) be metric spaces and let f,(-) : X =Y and f(-) : X — Y be functions on X
(n eN). Let zg € X and let V' C X be a neighborhood of x(. Assume the following:

(a) The functions f,(-) are continuous at x for all n.
M) ()5 f()onV.

Then, f is continuous at x

Proposition 13.7. | % | Let f : [0, 1] — R be one of the functions

1:201; id : x— x; id? x> 22 (0<z<1).

Then, Bg() ue f(-)on [0,1] as n — oo.

Proposition 13.8. Let X be a nonempty set, (Y, d) a metric space and let f,, f : X — Y (n € N).
Then
[ is the uniform limit of the function sequence (fy)n
& there exists a sequence &, > 0 such that 1) 6, — 0as n — oo, and
2) d(fn(), f(z)) < 6pforallz € X andn € N.

13.2.2 Infinite Series

c

?'Note that the notation “ f,,(-) “% f(-) ” is not very widely used.
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Proposition 13.9 (Convergence criteria for series).

A series s := ) ay, of real numbers converges if and only if for all € > 0 there exists n, € N such that
one of the following is true:

(13.18a) ‘i ak’ <e  foralln>ng
k=n

(13.18b) ‘i ak‘ <e  forallm,n>ng
k=n

Corollary 13.1.  Ifa series ) a; converges then li_>m an = 0.

Corollary 13.2 (Dominance criterion for series).
Let N € Nand let Y ajand ) b; be two series such that |b;| < ay, forall k > N.
It follows that if > ay, converges, then Y by, converges.

Moreover, if |bi| < ay forall k € N, then, ‘Z bj’ < Z a;
k=1 k=1

Definition 13.10 (Finite permutations). |[*" | Let N € N. A permutation of [N] is a bijection
m(): [Nl = [N, e 7))

As usual
() [N = [N w(G) = 7t (g) = 4,
denotes the inverse function of 7 (-). We recall that it associates with each image () the unique

argument j, which is mapped by 7 (-) to 7(j). It is customary to write

iy instead of 7(1), ipinstead of 7(2), ..., ijinsteadofn(j), .... O

Definition 13.11 (Permutations of N). A permutation of N is a bijective function
m(-) : N —=N; j—n(g). O
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Proposition 13.10. Let (ay,) be a sequence of nonnegative real numbers. Exactly one of the following
is true:

(a) Either the series Y a,, converges (to a finite number). In that case,

Z Gy = Z Ar(n) for any permutation (-) of N.

n=1 n=1
o0
(b) Or the series ) ay has limit co. In that case, it is true for any permutation 7(-) of N, that
n=1

o
the reordered series ) ar(n also has limit cc.
n=1

Definition 13.12 (absolutely convergent series). A series ) _ a; is absolutely convergent, if the
corresponding series ) | |a;| of its absolute values converges. [J

Proposition 13.11. Let ) ay, be an absolutely convergent series. Then . ay, converges and

(13.19) 1> ak] <> lak)-
k=1 k=1

Theorem 13.7. Let ) a;, be an absolutely convergent series. Let = : N — N be a permutation of N,
i.e., the series > by, with by, := ax(k) 18 a rearrangement of the series > ag. Then Y by, converges and
has the same limit as ) _ ay. (Note that ) aj, converges according to Proposition 13.11.)

Proposition 13.12. Let ) a,, be an absolutely convergent series. Let (ay, ), be a subsequence of (an)n.
Then, " an, converges absolutely.

Remark 13.2. Assume that ) a,, is absolutely convergent. Let n; < ny < ... be a subsequence
of all natural numbers and let J := {n; : j € N}.

[o.¢]
e Then we write E ap; = E n, -
jeJ j=1

oo
e In particular, we write Z T = Z a; , for the full sequence n; = j of indices. [
jEN j=1
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Definition 13.13 (conditionally convergent series). A series ) a; is called conditionally con-
vergent, if it is convergent but not absolutely convergent. [

Definition 13.14 (Alternating Series). || %

A series Y a; is called an alternating series if it is of the form Y (—1)7a; with either all terms
a; being strictly positive or all of them being strictly negative. [

Proposition 13.13 (Leibniz Test for Alternating Series).
Let a1 > ay > ... ] 0 be a nonincreasing sequence which decreases to zero.
Then, the alternating series > (—1)¥ay, converges.

Theorem 13.8 (Riemann’s Rearrangement Theorem).
Let o, B € R such that o < (. and let the series )  ay, be conditionally convergent.
Then a rearrangement » by, of > ay exists such that
n n
lim inf Z b, = « and lim sup Z b, = B.
k=1 k=1

n—o0 n—oo

Corollary 13.3. Let the series )  ay, be conditionally convergent and let o € R.
Then, a rearrangement » by of > ay, exists such that

n
lim Zbk = a.
n—oo

k=1

Corollary 13.4. Let Y ay, be a convergent series with limit o € R such that ) b, = «, for each
rearrangement.

Then ) ay, converge absolutely.

Corollary 13.5 (Dichotomy for convergent series). Let series ) | ay be a convergent series. Then

(a) either all rearrangements of > ay, converge to the same limit,
(b) or, for any o € R, there is a rearrangement of > ay, which converges to c.
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14 Compactness

14.1 e-Nets and Total Boundedness

Definition 14.1 (e—nets). Let ¢ > 0. Let (X, d) be a metric space and A C X. let G C X be a
subset of X with the following property:

(14.1) For each = € A there exists g € G such that z € N.(g), i.e., U N:(g) D A.
geG

In other words, the points of G form a “grid” or “net” fine enough so that no matter what point
x of A you choose, you can always find a “grid point” g with distance less than ¢ to x, because
that is precisely the meaning of x € N.(g).

We call G an e-net or e-grid for A and we call g € G a grid point of the net. [J

Definition 14.2 (Total boundedness). Let (X, d) be a metric space and let A be a subset of X.
We say that A is totally bounded if, for each ¢ > 0, there exists a finite(!) e—grid for A. [

Proposition 14.1 (e—nets in R™). | % | Let (X, d) be R™ with the Euclidean metric.
(A) Lete > 0. Then the set
el" = {eZ: 7€ 2"} = {(ez1,...,ezn) 12z €Lforj=1,...,n}
is an (e \/n)-net for (any subset of) R™.
(B) Let A beabounded set in R™ and € > 0. Then thereis k € Nand g1, ... gr € eZ™ such that
A C Ne(g1) U Ne(gz) U ..., UN(gk),
i.e., A is covered by finitely many e-neighborhoods of points in the (¢ /\/n)-grid eZ".

Theorem 14.1. Bounded subsets of R™ are totally bounded.

Proposition 14.2. Let A C R" be bounded and let (x,,),, be a sequence such that x,, € A for all n.
Then there exists a subsequence x.,; which is Cauchy.

Theorem 14.2. Let A be a totally bounded subset of a metric space (X,d). Let (xy)y be a sequence
such that x,, € A for all n. Then there exists a subsequence x,,; which is Cauchy.
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Proposition 14.3.  Totally bounded subsets of metric spaces are bounded.

Corollary 14.1.  If A CR", then Aisbounded < A is totally bounded.

Theorem 14.3. Let A be a subset of a metric space (X, d) such that each sequence in A contains a
Cauchy subsequence. Then A is totally bounded.

Corollary 14.2. Let A be a subset of a metric space (X, d). Then,

A is totally bounded < every sequence in A possesses a Cauchy subsequence.

14.2 Sequence Compactness

Definition 14.3 (Sequence compactness). Let (X, d) be a metric space and let A C X. We say
that A is sequence compact or sequentially compact if it has the following property: Given
any sequence (a,) of elements of A, there exists a € A and a subset

np <ng <...<nj<... ofindicessuchthat a= lim a,,,
j—00

In other words, there exists a subsequence ?*(a,,,) which converges to a. [

Proposition 14.4 (Sequence compactness implies total boundedness).
Let (X, d) be a metric space and let A be a sequentially compact subset of X.
Then A is totally bounded.

Proposition 14.5 (Sequence compact implies completeness).
Let (X, d) be a metric space and let A be a sequence compact subset of X.
Then Ais complete, i.e., any Cauchy sequence () in A converges to a limit L € A.

Theorem 14.4 (Sequence compact < totally bounded and complete).
Let A be a subset of a metric space (X, d).
Then, A is sequence compact if and only if A is totally bounded and complete.

2Gee Definition 5.22 on p.48.
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Theorem 14.5 (Sequence compact sets are closed and bounded).
Let A be sequence compact subset of a metric space (X, d). Then A is a bounded and closed set.

A subset of a metric space is sequentially compact
& it is totally bounded and complete
= itis bounded and closed. [

A subset of R™ is sequentially compact
Theorem 14.6. & it is totally bounded and complete
& it is bounded and closed.

14.3 Open Coverings and the Heine-Borel Theorem

Definition 14.4 (Coverings and open coverings). Let X be an arbitrary nonempty set and A C
X.LetU; € X (i € I) suchthat A C |J U;. We call such a family a covering of A.

i€l
A finite subcovering of a covering (U;);cr of the set A is a finite collection
(14.2) Uy,...,Us, (ijel for1<j<mn) suchthat AC U;; UU;, U...UU;,.

Assume in addition that X is a topological space, e.g., a normed vector space or a metric space.
If all members U; are open then we call (U;);cr an open covering of A.

We also write cover, finite subcover, open cover instead of covering, finite subcovering, open
covering L[]

Definition 14.5 (Compact sets). Let (X, 4l) be a topological space and K C X.

e We call K compact, if K possesses the “extract finite open subcovering” property:
Given any open covering (U;);c; of K, one can extract a finite subcovering. In other words,
there is n € N and indices

n
11,19, ...,0n € 1 such that A C UUZJ O
=1

Example 14.1. Here are some simple examples.

(@) Any finite topological space is compact.

(b) Any topological space that only contains finitely many open sets is compact. In particular
a set with the indiscrete topology * is compact

() A space with the discrete metric ?* is compact if and only if it is finite.

ZSee Definition 12.14 on p.121
#Gee Definition 12.3 on p.116
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Theorem 14.7 (Compact metric spaces are sequence compact).

Let (X, d) be a compact metric space. Then X is sequence compact.

Proposition 14.6. Let (X, d) be a sequence compact metric space. Let (U;);cr be an open cover of X.
Then, one can find for (U;);cr a number p > 0 which possesses the following property:

e Foreach x € X there exists i € I such that N,(z) C Uj.

Theorem 14.8.  Sequence compact metric spaces are compact.

Theorem 14.9 (Sequence compactness coincides with compactness in metric spaces).
Let (X, d) be a metric space and let A be a subset of X. Then,

A is sequence compact < Ais compact, i.e.,

A is sequence compact < every open cover of A possesses a finite subcover.

Theorem 14.10 (Heine-Borel Theorem).
A subset of Euclidean space R™ is compact <« this set is closed and bounded.

14.4 Continuous Functions and Compact Spaces

Theorem 14.11 (Closed subsets of compact topological spaces are compact).
Let A be a closed subset of a compact topological space (X,41). Then A is a compact subspace.

Corollary 14.3 (Closed subsets of compact metric spaces are compact).
Let A be a closed subset of a compact metric space (X, d). Then (A, d| Ax ) 18 a compact subspace.

Theorem 14.12 (Continuous images of compact topological spaces are compact).
Let (X, ) and (Y, V) be two topological spaces. and let f : X — Y be continuous on X.
o If X is compact then the direct image f(X) is compact.

In other words, the topological subspace (f(X),Us(x)) of Y is compact.
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Corollary 14.4 (Continuous images of compact metric spaces are compact).
Let (X, dy) and (Y, d2) be two metric spaces. and let f : X — Y be continuous on X.
If X is compact, then its image f(X) is compact, i.e., the metric subspace (f(X), dz) of Y is compact.

Corollary 14.5. Let (X, ) be a topological space and (Y, d) a metric space.

o If X iscompactand f : X — Y is continuous, then f is bounded.
o In particular, any continuous function on a closed interval of real numbers is bounded.

Corollary 14.6 (Continuous real-valued functions attain max and min on a compact domain).

Let (X, 41) be a topological space, A C X a compact subspace and f : A — R continuous on A.
Then there exist x4, x* € A such that

f(zs) =minf(z) and f(z") = max f(z).

TEA

Theorem 14.13 (Uniform continuity on sequence compact spaces).
Let (X,dy), (Y, d2) be metric spaces and let A be a compact subset of X. Then,
e any continuous function A — Y is uniformly continuous on A.

Corollary 14.7 (Uniform continuity on closed intervals). Let a,b € R such that a < b.
Any continuous real-valued function on the closed interval [a, b] is uniformly continuous:
For any € > 0, there exists 6 > 0 such that

(14.3) |f(z) — fy)| < e forall x,y € [a,b] such that |x — y)| < &
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15 Applications of Zorn’s Lemma

15.1 More on Partially Ordered Sets

Definition 15.1. Let (X, <) be a POset (partially ordered set), A C X, and m € A.

e m is called maximal for A iff there is no a € A such thata # m and m < a. m is
called a maximum of Aifa € Aand a < mforall a € A.

e m is called minimal for A iff there isno a € A such thata # m and m > a. m is
called a minimum of Aifa € Aand a > mforalla € A.

Proposition 15.1 below shows that such a maximum or minimum is unique. Thus, we may
write max(A) for the maximum of A and min(A) for the minimum of A. O

Proposition 15.1.
Let (X, <) be a nonempty POset and A C X. If A has a maximum then it is unique.

Note 15.1 (Notes on maximal elements and maxima).

(@) If (X, <)isnotlinearly ordered, then its subsets may have many maximal elements.
For example, for the trivial partial ordering x < yif and only if z = y, every element
is maximal. A maximum is a maximal element, but the converse is often not true.

(b) If an ordering is not specified, then we always mean set inclusion.

() LetAC X.Ifm e Aisamaximum of A then this implies that m must be related to
all other elements of A. [

Axiom 15.1 (Zorn’s Lemma). Zorn’s Lemma: Let (X, <) be a partially ordered set with the ZL
property:
Every chain C' C X, possesses an upper bound v € X, ie.,c 2 uforallc e C. (ZL)

Then X has a maximal element. [

15.2 Existence of Bases in Vector Spaces

For the remainder of this chapter we assume that V' is a vector space and define
(15.1) B = {ACV: Aislinearly independent }.
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Lemma 15.1.  Every chain € in (B, C) possesses an upper bound.

Theorem 15.1.  Every vector space V' has a basis.

15.3 The Cardinal Numbers are a totally ordered set

Theorem 15.2.  Let X, Y C Q. Then card(X) < card(Y) or card(Y) < card(X)

15.4 Extensions of Linear Functions in Arbitrary Vector Spaces

Lemma 15.2. Let V' be a vector space and let F' be a (linear) subspace of V. Let f : F' — R be linear.
Let

G = {(W, fw) :W is a subspace of V, W D F,
fw : W — Ris a linear extension of f to W'} .

Then the following defines a partial ordering on 4 :

(U’fU) = (W7fW) & VCWand fW|U = fU'
Moreover this ordering satisfies the requirements of Zorn’s Lemma:
Every chain in (¢, =) possesses an upper bound (in 4 ).

Theorem 15.3 (Extension theorem for linear real-valued functions).
Let V be a vector space and let F' be a (linear) subspace of V.. Let f : F' — R be a linear mapping.
Then there is an extension of f to a linear mapping f : V — R.

Definition 15.2 (Dual vector space). | *

Let V and W be vector spaces, and let L : V' — W be linear.
(@ Wecall V* := {f: fisalinear function V' — R} the dual or algebraic dual of V.
(b) Wecall L*: W* — V*, defined by L*(f) := folL,
ie, L*(f)(x) = f(Lz)V x € V, the dual function or dual mapping of L. O
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Proposition 15.2. || x| For the following see Definition 11.2 (Transposed matrix) on p.103.

(a) V*isawvectorspace, ie., f,g,€ V*ando,feR = af +pge V™.

(b) Since V* is a vector space, its dual V** := (V*)* exists.

(c) Assumethat V.= R"™ and W = R™. For every linear function L : R* — R™ there exists
a matrix A = ((aij)) such that for every column vector & L(Z) = AZ, i.e., the function
value §j = L(Z) has coordinates y; = 3, _1n aijT;.

(d) IfV is a finite dimensional vector space, then there is a bijection V' — V* which is linear in
both directions. *This allows us to “identify” (R™)” with R", thus, the dual function of L
from Definition 15.2 is a linear function L* : R™ — R™ (Careful: Switched dimensions!).

According to part (c) of this remark, there exists a matrix A* = ((ag)) such that the
following is true. If §* € R™ and &* € R™ are column vectors such that T = L*(§*), then
T* = A*y, the product of the matrix A* and the column vector .

This matrix A* is the transpose AT of A: aj, = agp fork=1,...nand ¢ =1,...,m. O

Theorem 15.4. || % | Let L : V — W be a linear function between two vector spaces V and W.
Let L* : W* — V* be the associated dual function of L. Then,

L is injective < L™ is surjective; L* is injective < L is surjective .

Corollary 15.1. Let A = ((aij)) be a matrix with m rows and n columns. Then (a) < (b), where

(a) The set of m linear equations in n unknowns ¥ = (x1,...,x,)",
AT =y,
has a solution & for any choice of right hand side T= Y1, Ym) -
(b)  the set of n linear equations in m unknowns & = (&1,...,&m) 7,
ATE =1,
has at most one solution Efor any 7= 1, 0n) -

15.5 The Hahn-Banach Extension Theorem |[%

15.5.1 Sublinear Functionals

Definition 15.3 (Sublinear functionals). Let V' be a vector space and p : V' — R such that

(@ ifXeRspandx € V then p(Ax) = Ap(x) (positive homogeneity)
(b) ifz,yeVithenpx+y) < px)+py) (subadditivity)

Then we call p a sublinear functionalon V. [

»One calls such bijection which is structure compatible a linear isomorphism or a vector space isomorphism.
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Proposition 15.3. Let V' be a vector space and p : V' — R sublinear. Let x € V. Then

(@) p(0) =0,
(b)  —p(z) <p(-2),

Example 15.1 (Norms are sublinear). Let (V, ||, -||) be a normed vector space.

Then the function p(z) := ||z|| is sublinear.

Example 15.2 (Linear functions are sublinear).
Let V be a vector space and let f := V' — R be a linear function. Then f is sublinear.

15.5.2 The Hahn-Banach extension theorem and its Proof

Theorem 15.5 (Hahn—Banach extension theorem).

Let V' be a vector space and p : V' — R a sublinear function.

Suppose F is a (linear) subspace of V and f : F — R is a linear mapping such that f < pon F.
Then there is an extension of f to a linear map f:V > Rsuchthat f <ponV.

Theorem 15.6 (Continuous extensions of continuous linear functions).
Let (V|| - ||) be a normed vector space. Let F be a (linear) subspace of V. Then,
e any continuous, linear f : F — R possesses a continuous, linear extension f :V — R.

15.6 Convexity |[*

Definition 15.4 (Concave-up and convex functions). Let —oo < o < f < oo and let I := |a, ]
be the open interval of real numbers with endpoints v and . Let f : I — R.
(@) The epigraph of f is the set epi(f) := {(z1,22) € I X R: z9 > f(z1)} of all points in the
plane that lie above the graph of f.
(b) fis convex if for any two vectors @, b € epi(f) the entire line segment
S :={A@+ (1 — A)b}:0 < A < 1is contained in epi(f). See Figure 15.1.
(c) Let f be differentiable at all points = € I. Then f is concave-up, if the function
i fl(x) = %(a:) is increasing. [

Proposition 15.4 (Convexity criterion). f is convex if and only if the following is true: For any

a<a<xz<b<p
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When x = ta + (1-t)b:

¢ The curveisaty =f(ta + (1-t)b )
X e The line is at y = tf(a) + (1-t)f(b)

a ta + n'-'r)b b

Figure 15.1: Convex function
26

let S(xq) be the unique number such that the point (zo, S(zo)) is on the line segment that connects the
points (a, f(a)) and (b, f(b)). Then

(15.2) f(zo) < S(=o).
Note that any xo between a and b can be written as xo = Aa + (1 — \)b for some 0 < \ < 1 and that

the corresponding y-coordinate S(zg) = S(Aa + (1 — \)b) on the line segment that connects (a, f(a))
and (b, f(b)) then is S(Aa + (1 — X\)b) = Af(a) + (1 — X) f(b). Hence we can rephrase the above as

follows:
[ is convex if and only if for any a < b such that a,b € I and 0 < X < 1 it is true that

(15.3) FOa+ (1= N)b) < Af(a)+ (1= ) f(b).

Proposition 15.5 (Convex vs concave-up). Let f : R — R be concave-up. Then f is convex.

Proposition 15.6 (Sublinear functions are convex). Let f : R — R be sublinear. Then f is convex.
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16 Approximation theorems |%

16.1 The Positive, Linear Operators [ — B}

Definition 16.1 (Positive linear operators). Let (X, d) be a metric space, and let # be a subspace
of the vector space #(X,R), i.e.,, with any two functions f(-),g(:) € & their sum f + g also
belongs to # and that the function Af (A € R) also belongs to Z.

A linear operator T on & is a linear function” T': & — F

A positive linear operator T on # is a linear operator on # with the following property:
(16.1) f>0 = Tf>0, ie, f(z)>0forallze X = Tf(zx)>0forallze X.

Proposition 16.1 (Properties of positive linear operators).
Let T be a positive linear operator on a subspace & of # (X,R). Then,
(a) T is monotone increasing, i.e., for any two functions f,g € F such that f < g it is true

a62) METE) 3 QMBI HIE o T()(@) < T(9)(a) forall € X.
( 1gl?§) Assume that T'(| f|) is ﬁg{%e&/ﬁr % f%ﬁ?‘w( g)e F fo?izeﬁlziTé QJ < T(|f|). In other words,

Proposition 16.2 (Linearity and positivity of Bernstein polynomial assignments).
(a) Let f(-), g(-) be two real-valued functions on [0, 1] and o, 5 € R. Let h : [0, 1] — R be defined as

h := af + Bg, ie, h(z) = af(z)+ Bg(z) (0 <z <1).
Then B" = aBf + B9, ie., B'(z) = aBf(z)+ BBI(z) (x €R).

ns

To express this more succinctly:

(16.4) B+P9 — oBI + BBY.

(b) Let f be a real-valued function on [0, 1] which is nonnegative, i.e., f(xz) > 0 for 0 < x < 1. Then
Bl(:)>0 on [0, 1] (but not necessarily for x ¢ [0, 1]).

Corollary 16.1. Let n € N. Then By,(-) is a positive linear operator on € ([0, 1], R).
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16.2 Korovkin’s First Theorem

Unless stated differently we assume the following for all of this subchapter:
a and b are two real numbers such that a < b, and

To(-) : €([a, 8], R) = €((a,0,R);  f() = TL() = Tulf)()
is a sequence of positive linear operators on € ([a, b], R). This means in particular that for each
continuous real-valued function f(-) on [a, b] the image

TSz T (2)

is itself a continuous, real-valued function on [a, b].

Theorem 16.1 (Korovkin’s First Theorem). Assume that we have uniform convergence
for the following three elements f of € ([a, b],R):
1(-) i — 1
id(:) iz —
id% (") — 22

Then T 5 f for all f € €([a,b],R).

the constant function 1,

the identity on [a, b],

16.3 The Weierstrass Approximation Theorem

Proposition 16.3 (Weierstrass Approximation Theorem on [0,1] ). Any continuous real-valued
function on the unit interval [0, 1] can be uniformly approximated by a sequence of polynomials.

Lemma 16.1. Let n € [0,00[z, aj,m,b € R, ay, # 0.

Let p : R — R be a polynomial p(z) = Y a;a?, and let ¢ : R — R be defined as p(z) = mzx + b.
j=0

Then pop:R—R; z +— > a;(ma+b)! isapolynomial.
=0

Proposition 16.4. Let A C R, ¢ : R — R defined as o(x) = mx + b (m,b € R). Further, let

fn, f € €(p(A),R), n € N. (Thus, f, and f are continuous functions on p(A) = {p(z) : v € A}.)
Assume further that f, —< f on @(A).

Then fp,op — foyp, on A.
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€T —

a. Then

Corollary 16.2. Let a,b € R such that a < b. Let ¢ : [a,b] = [0,1]; ¢(z) = —

(a)  is a bijection [a,b] — [0,1].
®) If hp, h € €([0,1],R) (n € N) such that h,, =% hon [0,1], then hy,op —% hopon [a,b].

Theorem 16.2 (Weierstrass Approximation Theorem). Let a,b € R such that a < b. Then any
continuous real-valued function on [a, b] can be uniformly approximated by a sequence of polynomials.

152 Version: 2025-11-16



Math 330 — Lecture Notes Skeletal version: proofs omitted

17 Construction of the Number Systems [

17.1 The Peano Axioms

Definition 17.1 (Set of nonnegative integers).

We define the set Ny (the nonnegative integers) axiomatically as follows:
Ax.1 There is an element “0” contained in Ny.
Ax.2 There is a function ¢ : Ny — Ny such that
Ax.2.1 o is injective,
Ax.2.2 0 ¢ o(Np) (range of 0),
Ax.2.3  Induction axiom: Let U C o(Ng) such that (@) 0 € U, (b) If n € U then o(n) € U.
It then follows that U = Nj.

We define N := Ng \ {0}. O

Definition 17.2 (Iterative function composition). Let X # @ and f : X — X.
We use the induction axiom above to define f” for an arbitrary function f : X — X:
@) f:=idx : z+ z,(b) f' := £, (c) f2 := f o f (function composition), (¢) f7™) := fo f*. O

Proposition 17.1. f" is defined for all n € Ny.

Definition 17.3 (Addition and multiplication on Ng). Let m,n € Ny. Let

(17.1) m+n =" (m),
(17.2) m-n = (¢")"(0). O

Proposition 17.2. Addition and multiplication satisfy all commonly known rules of arithmetic, such

as
m+n =n+m commutativity of addition

k+(m+n) =(k+m)+n associativity of addition

m-n =n-m commutativity of multiplication

E-(m-n) =(k-m)-n associativity of multiplication

E-(m+n) =k-m+k-n distributivity of addition
n-1l=1.n=mn neutral element for multiplication

Here, 1 is defined as 1 = o(0).
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Definition 17.4 (Order relation m < n on Ng). Let m,n € No.
(@) We say m is less than n and we write m < n, if there exists z € N such that n = m + x.
(b) We say m is less or equal than n and we write m < n, if m < norm = n.
(c) We say that m is greater than n and we write m > n, if n < m.
We say m is greater or equal than n and we write m > n, if n <m. O

Proposition 17.3. “<” and “<” satisfy all commonly known rules, such as
o Trichotomy of the order relation: Let m,n € No. Then exactly one of the following is true:

m < n, m = n, m > n.

17.2 Constructing the Integers from N,

Definition 17.5 (Integers as equivalence classes). We define the following equivalence relation

(m1,n1) ~ (Mg, ng) on the cartesian product Ny x No:

(17.3) (ml,nl) ~ (mg,ng) & mq+ng =n1 + me

We write Z := {[(m,n)] : m,n € Ng}. In other words, Z is the set of all equivalence classes with
respect to the equivalence relation (17.3).

We “embed” Ny into Z with the following injective function e : Ng — Z: e(m) := [(m,0)].

From this point forward we do not distinguish between Ny and its image ¢(Ny) € Z and we do
not distinguish between N and its image e(N) C Z. In particular we do not distinguish between
the two zeros 0 and [(0, 0)] and between the two ones 1 and [(1, 0)].

Finally we write —n for the integer [(0,n)]. O

Proposition 17.4 (Trichotomy of the integers). Let z € Z. Then exactly one of the following is true:

(@) zeN,ie., z=[(m,0)] for some m € N
(b) —zeN,ie,z=][(0,n)]for somen € N
(c) z=0 0O

Definition 17.6 (Addition, multiplication and subtraction on Z).
Let [(m1,n1)] and [(ma, n2)] € Z. We define

(17.4) —[(m1,m1)] = [n1, ],
(17.5) [(m1, n1)] + [(m2, n2)] = [(m1 + ma2, n1 + na)]
(17.6) [(m1,n1)] - [(m2,n2)] = [(Mmimg + ning, ming + nims)]
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We write [(m1,n1)] — [(m2,n2)] (“[(m1,n1)] minus [(m2, n2)]”)

as an abbreviation for [(m1,n1)] + ( — [(m2,n2)]).

We write [(m1,n1)] < [(me,n2)] if [(m2,n2)] — [(m1,n1)] € N, i.e, if there is k¥ € N such that
[(mg2,n2)] — [(m1,n1)] = [(k,0)]. We then say that [(m1,n1)] is less than [(m2, ng)].

We write [(mq,n1)] < [(ma,n2)] if [(m1,n1)] < [(me,n2)] or if [(mi,n1)] = [(m2,n2)] and we
then say that [(m1,n1)] is less than or equal to [(m2, n2)].

We write [(m1,n1)] > [(m2,n2)] if [(m2,n2)] < [(m1,n1)] and we then say that [(m,n1)] is
greater than [(mg, n2)].

We write [(m1,n1)] > [(m2,n2)] if [(m2,n2)] < [(m1,n1)] and we then say that [(mq,n1)] is

greater than or equal to [(m2, n2)].

We write Z> for the set of all integers z such that z > 0 and Z for the set of all integers =
such that z # 0. You should convince yourself that Z>g = Ng. [

Proposition 17.5. Let m,n € No. Then

(17.7) [(m,n)] + [(0,0)] = [(0,0)] + [(m,n)] = [(m,n
(17.8) (= [(m,n)]) + [(m,n)] = [(m,n)] + (—[(m,n)]) = [0,
(17.9) [(m,n)] - [(1,0)] = [(1,0)] - [(m,n)] = [(m,n)],

i.e., [(0,0)] becomes the neutral element with respect to addition, [(1,0)] becomes the neutral element
with respect to multiplication and —[(m, n)] becomes the additive inverse of [(m, n)].

17.3 Constructing the Rational Numbers from Z

Definition 17.7 (Fractions as equivalence classes). We define the following equivalence relation
(p,q) ~ (r,s) on the cartesian product Z x Z_:

(17.10) (pg) ~(r,s) & p-s=gq-r

We write Q := {[(p,¢)] : p,q € Z and ¢ # 0}. In other words, Q is the set of all equivalence
classes with respect to the equivalence relation (17.10).

We “embed” Z into Q with the injective function e : Z — Q defined as e(z) :=[(z,1)]. O

Definition 17.8 (Addition, multiplication, subtraction and division in Q).
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Let [(p1,¢1)] and [(p2, g2)] € Q. We define

(17.11) —[(p1,q1)] = [(—p1,q1)),

(17.12) [(P1, )] + (2, @2)] = [(P1g2 + q1p2, M1n2)]

(17.13) [(p1, @) = [(p2,42)] = [(p1,91)] + (= (P2, @2)])

(17.14) [(P1,q1)] - [(P2,2)] = [(P1P2, ©102)]

(17.15) [(p1,q)] ™" = [(1,1)]/[(p1,@1)] = [(q1,p1)] (if p1 # 0),

(17.16) [(p1, )]/ (P2, 42)] = [(pra2, p2)] = [(p1,@1)] - (P2, @2)] " (if p2 # 0) O

Proposition 17.6 (Trichotomy of the rationals). Let = € Q. Then exactly one of the following is true:

(a) Either (a) x > 0, i.e., x = [(p, q)] for some p,q € N,
(b) —x>0,ie,z=][(—p,q)] forsomep,q €N,
(c) =0 0O

17.4 Constructing the Real Numbers via Dedekind Cuts

Definition 17.9 (Dedekind cuts). (Rudin, def.1.4)
We call a subset o C Q a cut or Dedekind cut if it satisfies the following;:

@@ a#0andal #£0
(b) Letp,q € Qsuchthatp € aand g < p. Then ¢ € a.
() a does not have a max: Vp € a 3¢ € a such thatp < gq.

Givenacut o, letp € aand g € of. We call p a lower number of the cut v and we call ¢ an
upper number of a. [0

Theorem 17.1. (Rudin thm.1.5)
Let « CQbeacut. Letp € a,q € ol Then p < q.

Theorem 17.2. (Rudin thm.1.6)
Letr € Q. Let m*:={pe€ Q:p<r}. Then r* isacut,and r = min ((r*)c).
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Definition 17.10 (Rational cuts). Let r € Q. The cut
r* ={peQ:p<r}

from the previous theorem is called the rational cut associated with ». [

Definition 17.11 (Ordering Dedekind cuts). (Rudin def.1.9) Let «, 3 be two cuts.
We say o < Bif a C 3 (strict subset) and wesay a < fifa < fora = 3,ie,a C 3. O

Proposition 17.7 (Trichotomy of the cuts). (Rudin thm.1.10)
Let «, B be two cuts. Then either « < 8 ora > 8 or a = p.

Theorem 17.3 (Addition of two cuts). (Rudin thm.1.12) Let o, 8 be two cuts and let
a+p ={a+b:a€abecp}

Then the set of all cuts is an abelian group with this operation. In other words, + is commutative and
associative with a neutral element (which turns out to be 0%, the rational cut corresponding to 0 € Q)
and a suitably defined cut —a for a given cut o which satisfies a« + (—a) = (—a) + o = 0*

Having defined negatives —« for all cuts we then also can define their absolute values

a ifa>0%,
laf = {

—a ifa <0,

Theorem 17.4 (Multiplication of two cuts). Let a > 0%, 3 > 0* be two nonnegative cuts. Let
{g€Q:q<0}U{ab:aca,be B} ifa>0%73>0"
a-f = < —|af || ifoa <0%,8>0%0ra>0%p5 <07,
lal - |6 ifa < 0%, 8 < O*.
Then the set « - 3 is a cut, called the product of o and 5.

It can be proved that for each cut o # 0* there is a cut ot uniquely defined by the equation a-a~1 = 1*.

Theorem 17.5 (The set of all cuts forms a field).
Let Let R be the set of all cuts. Then R satisfies axioms 8.1 - 8.5 of B/G:
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Addition and multiplication are both commutative and associative and the law of distributivity
a-(B+7) = a- B+ a-vholds.

The cut 0* is the neutral element for addtition and the cut 1* is the neutral element for multiplication.
—a is the additive inverse of any cut o and o~ ! is the multiplicative inverse of a # 0*.

Further the set R~o := {& € R : o > 0*} satisfies B/G axiom 8.26.

Theorem 17.6. (Rudin thm.1.29)
Let o, f € Rand let o < 3. Then there exists q € Q such that o < q* < 3

Theorem 17.7. (Rudin thm.1.30) Let « € R,p € Q. Thenp € a < p* < o, ie., p* C «

Theorem 17.8 (Dedekind’s Theorem). (Rudin thm.1.32)
Let R = Al B a partitioning of R such that

(a) A#(Qand B # ()
b) acA,BeEB = a<f (ie,a T p).

Then there exists a unique cut v € R such that if « € A then o < yand if B € B then v < B.

Corollary 17.1. Let R = AW B be a partitioning of R such that

(a) A#0and B # )
b) ae A,eB = a<f (ie,a Cp).

Then either max(A)(= l.u.b.(A)) exists or min(B)(= g.l.b.(B)) exists.

Theorem 17.9 (Completeness theorem for R). (Rudin thm.1.36)
Let ) # E C R and assume that E is bounded above. Then E has a least upper bound.
It is denoted by sup(E), also Lu.b.(E).

17.5 Constructing the Real Numbers via Cauchy Sequences

In the following we always assume that

Z.7‘7.7 k7m7n € N7 €7p7Q7T787pn7pi7j7” s Q7 xuyaz7xn7xi,j7” s R.
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The construction of the real numbers from the rationals is done according to the following steps:

(@)
(b)

(c)

(d)
(e)

(f)

(h)

@)
G)

def. convergence in Q: h_)m gn =¢q < Ypos.c € Q3N € Qsuch thatif n > N then |g, —¢| < e.
n oo

def. Cauchy seqgs. in Q: (gn)n is Cauchy < V pos.e € Q3 N € Q such thatifi,j >
N then |¢; — ¢j] < e.

Let ¢ := { all Cauchy sequencesin Q}. For (gn)n, (rn)n we define (gn)n ~ (rn)n iff
nli_}n;()(m —qn) =0.

Let g € Q and gy, := q ¥V n. Write ¢ for [(¢n)n]-

Let R := %).. Show that for [(p,)], [(¢n)] € € the operations ([(pn)n], [(gn)n]) = [(Pn +
qn)n] and ([(pn)n], [(@n)n]) — [(Pn - ¢n)n] are well defined (do not depend on the particular
members chosen from the equivalence classes).

Let [(pn)n] # 0 (ie., ligann # 0), i.e., we may assume p,, # 0 for all n. Show —[(¢,),] :=

[(—qn)n] and [(pn)n] ™! := [(1/pn)x) are additive and multiplicative inverses

Define [(pn)n] < [(¢n)n] iff e > 0and N € N such that ¢, —p, > eV n > N.

Define [(pn)n] < [(gn)n] iff Ve > 0exists N € N such that ¢, —p, > —eVn > N.

show that [(pn) ] ()] 3 [(Pn)a] < [(@n)a] and (P )] 7 [(G0)o]-

Show that (R, +, -, <) satisfies the axioms of B/G ch.8 with the exception of the complete-

ness axiom.
Easy to see this specific item: If [(py,)n] > O then there is [(g,)»] > 0 such that [(g,),] <
[(pn)n]: choose € > 0 as in g1 (remember: € € Q) and set ¢,, := /2.

Embed QintoR: ¢ — ¢ :=[(¢,4,q,-..)]-

Define limits and Cauchy sequences in R just as in (a) and (b).

Let (gn)n be Cauchy in Q. Prove that ¢, — [(g;);]

Let x,, € R such that (x,), is Cauchy in R. With a density argument we find ¢,, € Q such
thatz,, < g, < x,+1/n. Now show that (1) (¢,), is Cauchy and then (2) lirrln Tn = [(Gn)n]-

Prove completeness according to B/G: If nonempty A C R is bounded above then its set
of upper bounds U has a min: Let Q,, := {i/j : i,j € Zand j < n}. Let U,, := U N Q.
Let u,, := min(U,) (exists because n - U,, C Z is bounded below and has a min. Easy to
see that u,, is Cauchy (in Q and, because distance(u,,, A) < 1/n, [(uy)s] is the least upper
bound of A.
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18 Other Appendices

18.1 Greek Letters

The following section lists all greek letters that are commonly used in mathematical texts. You do
not see the entire alphabet here because there are some letters (especially upper case) which look
just like our latin alphabet letters. For example: A = Alpha B = Beta. On the other hand there
are some lower case letters, namely epsilon, theta, sigma and phi which come in two separate forms.
This is not a mistake in the following tables!

a alpha 6 theta £ xi ¢ phi
B beta v theta T pi ¢ phi
v gamma v iota p rho X chi
0 delta x kappa o rho P psi
e epsilon » kappa o sigma w omega
e epsilon A lambda ¢ sigma
¢ zeta 4 mu T tau
n eta v nu v upsilon
I' Gamma A Lambda ¥ Sigma U Psi
A Delta = Xi YT Upsilon Q2 Omega
© Theta II Pi ¢ Phi

18.2 Notation

This appendix on notation has been provided because future additions to this document may use
notation which has not been covered in class. It only covers a small portion but provides brief
explanations for what is covered.

For a complete list check the list of symbols and the index at the end of this document.

Notation 18.1. a) If two subsets A and B of a space 2 are disjoint, i.e., A N B = (), then we often
write A4 B rather than AU B or A+ B. Both ACand, occasionally, CA denote the complement 2\ A
of A.

b) R~ or R* denotes the interval |0, +00[, R>o or Ry denotes the interval [0, +o0],

o) The set N = {1,2,3, - -} of all natural numbers excludes the number zero. We write Ny or Z,. or
Z>( for N|H{0}. Z>¢ is the B/G notation. It is very unusual but also very intuitive. [

Definition 18.1. Let (z,,),en be a sequence of real numbers. We call that sequence nondecreasing
or increasing if x,, < x,,4 foralln € N.

We call it strictly increasing if z,, < x,,41 foralln € N.
We call it nonincreasing or decreasing if =, > x4 for all n.
We call it strictly decreasing if x,, > x4 foralln ¢ N. O
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List of Symbols

(X,d(-,-)) —metricspace, 115
(x1,x2,...,2,) —n—dimensional vector , 103
—-A,13

—x —negative of z, 104

A+b,13

Nk (00), Nk (—00), 86

[a,b], ]a,b] —half-open intervals, 13, 30
[a,b] — Closed interval , 13

[a,blr — closed interval , 30

PB(Q),2" —powerset, 11

T —vector, 70

A —closure of A, 126
N[4i:iel],17
N[B:Be],17

Npew B 17

Micr Ai 17

Uldi:iel], 17

U[B:Be«],17

Upew B /17

Uier 4i, 17

) —empty set, 7

inf (z;), inf (2),¢;, 125 x; — families , 84

inf (z,,), inf (zn),cn> in£I x, —sequences , 84
ne

inf(A) —infimunof A, 34
li_>m Tn , 85

liminf, .o x; —limit inferior , 95
lim sup,, ,,, ; —limit superior , 95
— —maps to, 39

sup (Zn), sup (2n),cN» SUp T, —sequences , 84
neN
sup(A) —supremun of A, 34

|z| —absolute value , 14, 32

la,blg —interval of rational #s , 14
la,b[z —interval of integers , 14
la,b[ —open interval, 13, 30

a < b —ordered integral domain, 29
a © b ring: difference, 24

f() = (X,Y,TI') - function , 38
f(-) —function, 38

go f —function composition , 40
r* —rational cut, 157

z € X —element of aset,”7

x ¢ X —notan element of a set, 7
T, — —00, 86

Ty — 00, 86

Ty — a, 85

H xj — product, 54
j=k

Z x; —sum, 54

=k

@

e
, 30

A x B — cartesian product of 2 sets , 36
AL — complement of A, 10

AA + b — translation/dilation , 13

N — natural numbers, 50

Nop —nonnegative integers, 13

Q -rational numbers, 12, 82

R —real numbers, 12, 82

R* —non-zero real numbers, 13

R* - positive real numbers, 13

R-o — positive real numbers, 13

R>o —nonnegative real numbers, 13
R0 —non-zero real numbers, 13

R4+ —nonnegative real numbers, 13
Z —integers, 12

Z —integers, 50

Z>p —nonnegative integers, 13

Z, -nonnegative integers, 13

Y/x —nth-root, 91

x ~ 2’ —equivalent items , 37

()1eg —family , 47
(xi)ics —family, 16
(A,44) —topol. subspace , 126
(VoI - II) —normed vector space , 111
29 P(Q) - power set, 11
[n] ={1,2,...,n}, 66
fn() — ( ) — pointwise convergence , 135

fa() %S f(-) —uniform convergence , 135
((aij)) — matrix, 103
CA - complement, 160

Z — binomial coefficient , 57
9;j —Kronecker delta , 15
% —division , 52
- —division , 80
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ing f(z) —infimum of f(-), 84
S

inf f —infimum of f(-), 84

nh_}ngo T, ,118

mll}Hxl f(z) — continuous at x¢ , 88, 131

lim inf, o0 Ay, , 99

liminf, o fr, 98

lim sup,,_,~, An , 99

lim sup,,_,~ frn , 98

N, Ng, 160

R™,R~g, 160

R4+,R>0, 160

R-o,R™, 160

R>0, R4, 160

Z,,Z>0,160

epi(f) —epigraph, 148

max(A), max A — maximum of A, 33, 145

min(A), min A — minimum of A, 33, 145

0A,25

0A —boundary of A, 122

1, —indicator function of A, 78

sup (2;), sup (2;);c;, supz; —families , 84
i€l

sup f(z) —supremum of f(-), 84

z€A

supy f —supremum of f(-), 84

|Z||, —p-norm of R™, 111

||| —norm of linear f, 134

I fllp2 = L?>~norm , 113

| fllr — LP—norm of € ([a,b],R) , 113

| X| —size of aset, 12, 66

||x|le —Norm forz ey, 112

14 —subspace topology , 126

AT —transpose, 103

{} —empty set, 7

Alf B - disjoint union, 160

AN B - Aintersection B, 8

A®b,25

A\ B - Aminus B, 9

A C B — Ais strict subset of B, 8

ACB —Aissubsetof B,7

A C B - Ais strict subset of B, 8

AAB - symmetric difference of Aand B, 9

AW B - Adisjoint union B, 9

AL — complement , 160

Ap.s —lower bounds of A, 33

A,pps —upper bounds of A, 33

B D A - Bis strict superset of 4, 8

B D A - Bis strict superset of 4, 8
B}, (z) - n—th Bernstein Polynomial , 58
f:X =Y —function, 15

f(A) —directimage , 41

f71(B) -indirect image, preimage , 41
go f(z) — function composition , 40
g~ —group: inverse element, 21
n/d — division , 52

n/m — division , 80

n +—d —division , 52

n +m —division, 80

n | m —n divides m , 52

ntm —n does not divide m , 52
NA(a) —Trace of N(a)in A, 125
x e y —inner product, 109

x ey —inner product, 109

x ¢y —binary operation , 45

x® —unary operation, 45
Ty, — a,118

(A,daxa) —metric subspace , 124
(X,4) —topological space, 120
(xn) —sequence, 48

(7,,) subsequence, 48

—f(-),—f —negative function , 46
0(-) —zero function , 40

[x]~, [z] - (equivalence class, 37
aZ —scalar product, 103

af —scalar product of functions , 46
az, «-x —scalar product, 104

(1 A; —unionof 4;,8
j=1

U A; —unionof 4;,8
j=1

I'y,I'(f) —graphof f,39

inf(z,y) —infimum , 34

AN @b,25

span(A) —linear span , 106
max(z,y) —maximum , 34
min(z,y) — minimum , 34

[1 X; - cartesian product, 75

> ayp —series, 92

k=1

sup(z,y) —supremum , 34

|7]l2 — length or Euclidean norm of 7, 103
| flloc —sup-norm , 110

||| —norm on a vector space , 111
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PB(X,R) —bounded real-valued functions on X
, 106

% (A,R) — cont. real-valued functions on A C R
, 106

Z(X,R) —real-valued functions on X, 106

B —Dbase of a topology , 123

N(x) —neighborhood system , 123

il topology , 120

T + ¢ —vector sum , 103

AUB - Aunion B, 8

A D B — Aissupersetof B,7

An LN, An, 99

A, 1t U, An, 99

dj.| —metric induced by norm , 116

daxa —induced/inherited metric, 124

f:X =Y -bijective function , 42

I ‘ , —restriction of f, 45

f + g —sum of functions , 46

f — g —difference of functions , 46

f/g —quotient of functions , 46

f~1(-) —inverse function , 42

fa, f - g —product of functions), 46

int(A) —interior of A, 122

N.(zo) —e-neighborhood , 85, 117

x =y —precedes, 37

x =y —succeeds, 37

xRy —equivalent items , 36

x +y — vector sum , 104

X! =T] X - cartesian product, 75
i€l

Ty &asn — oo, 87

Tn T &asn — oo, 87

|Ully — Euclidean norm , 104

card(X) < card(Y), 100

card(X) = card(Y), 100
card(X) > card(Y), 100
card(X) > card(Y), 100
card(X) < card(Y), 100

dim(V) - dimension of vector space V', 109
g.lb.(A) — greatest lower bound of A, 34
Lub.(4) —least upper bound of A, 34
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L?-norm, 113

|| - |oo distance, 116
o-algebra, 74

e-0 continuous function, 131
e—closeness, 85, 115

e—grid, 140
e-neighborhood, 117
e-neighborhood in R, 85
e—net, 140

n~th root, 91

abelian group, 21
absolute convergence, 138
absolute value, 14

ordered integral domain, 32

addition, 24
after, 37
algebra of sets, 74
algebraic dual, 146
algebraic number, 94
alternating series, 139
antisymmetric relation, 36
area, 112

net area, 112
argument, 15, 39
assignment operator, 15, 39
associativity, 20, 104

base 3 digits, 64

base (of a topology), 123
basis, 56, 108

before, 37

Bernstein polynomial, 58
bijection, 42

bilinear, 110

binary operation, 45
binomial coefficient, 57
boundary, 122
bounded, 33

bounded above, 33
bounded below, 33

cancellation rule, 25
canonical basis, 108
cardinality

comparison of, 100
equality, 100
cardinality (equivalence class), 100
cartesian product, 17, 36
cartesian product of a family, 75
Cauchy criterion, 128
Cauchy sequence, 128
chain, 38
choice function, 49
closed interval, 13, 30
closed set (in a metric space), 126
closure (in a metric space), 126
cluster point, 127
codomain, 15, 38
common factor, 62
commutative group, 21
commutative ring with unit, 24
commutativity, 21, 104
compact, 142
covering compact, 142
sequentially, 141
complement, 10
complete set, 129
completeness axiom, 82
composite, 62
composite number, 62
composition, 40
concave-up, 148
conditionally convergent series, 139
conjugate indices, 113
contact point (in a metric space), 126
continuity at o, 88, 132
continuous real-valued function, 88
convergence, 118
convergence in R, 85
convergence, uniform, 135
convex, 148
countable set, 66
countably infinite set, 66
countably many, 67
cover, 142
covering, 142

extract finite open subcovering property, 142

cut, 156
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De Morgan’s Law, 11, 73
decimal, 12
repeating, 94
decimal digit, 12, 50
decimal expansion, 93
decimal numeral, 12
decimal point, 12
decreasing sequence, 160
Dedekind cut, 156
lower number, 156
upper number, 156
degree of a polynomial, 47
denominator, 52, 80
difference, 24
digit, 12, 50
digits
base 3, 64
dimension, 103, 109
direct image, 41
direct image function, 41
discrete metric, 116
discrete topology, 121
disjoint, 9, 18
distributive laws, 105
distributivity, 24
dividend, 52, 80
divides, 52
divisible, 52
division, 80
divisor, 52, 80
domain, 15, 38
dual, 146
algebraic, 146
dual function, 146
dual mapping, 146

element of a set, 7
empty set, 7
epigraph, 148
equal functions, 39
equality

arbitrary cartesian products, 75

cartesian products, 36
equality modulo n, 60
equality of sets, 8
equivalence class, 37
equivalence relation, 37
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equivalent, 37
Euclidean norm, 104
even, 52
eventually, 70
eventually all indices, 70
expansion

decimal, 93
exponent, 56

extended well-ordering principle, 58

extension of a function, 45
exterior point, 122

exterior point (topological space), 122
extract finite open subcovering property, 142

factor (prime), 62
factorial, 56
factorization (prime), 62
family, 16, 47
disjoint, 18
mutually disjoint, 18, 73
partition, 18
supremum, 84
field, 80
ordered, 81
finite geometric series, 56
finite sequence, 16, 69
finite set, 66
finite subcover, 142
finite subcovering, 142
finite subsequence, 70
finitely many, 67
first axiom of countability, 123
first countable, 123
fixed point, 101
function, 15, 38
|| - [|oo distance, 116
e-0 continuous, 131
argument, 15, 39
assignment operator, 15, 39
bijection, 42
bijective, 42
bilinear, 110
bounded above, 84
bounded below, 84
bounded function, 84
codomain, 15, 38
composition, 40
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constant function, 40
continuous in topological spaces, 132
convergence, 135
difference, 46

direct image, 41

direct image function, 41
domain, 15, 38

dual function, 146
equality, 39

extension, 45

function value, 15, 39
identity, 41

image, 39

independent variable, 39
indirect image function, 41
infimum, 84

injection, 42

injective, 42

inverse, 15, 42

left inverse, 45

linear function on R, 22
maps to operator, 15, 39
maximal displacement distance, 116
mean distance, 116

mean square distance, 116
negative function, 46

one to one, 42

onto, 42

pointwise convergence, 135
preimage, 38

preimage function, 41
product, 46

quotient, 46

range, 39

real function, 46
real-valued function, 46
restriction, 45

right inverse, 45

scalar product, 46
sequence continuous, 131
sum, 46

sup—-norm distance, 116
supremum, 84

surjection, 42

surjective, 42

target, 38
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uniform continuity, 134
uniform convergence, 135
zero function, 40

function value, 15, 39

geometric series
finite, 56

graph, 15, 39

greater than, 29

greater than or equal, 29

greatest common divisor, 61

greatest lower bound, 34

greek letters, 160

grid point, 140

group, 21
homomorphism, 23
isomorphic, 23
isomorphism, 23
subgroup, 22

half-open interval, 13, 30
Hoelder’s inequality, 114
Hoelder’s inequality in R", 114
homomorphism, 23

integral domain, 54

ring, 54

identity, 41
image, 39
increasing sequence, 160
independent variable, 39
index, 16
index set, 15, 16, 47
indexed family, 16, 47
indexed item, 16
indicator function, 78
indirect image, 41
indirect image function, 41
indiscrete topology, 121
induced metric, 124
induced order, 29
induced subspace topology, 126
induction
proof by, 18
induction axiom, 50
induction principle, 18
strong, 51
infimum, 34
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infimum of a family, 84
infinite sequence, 16, 70
infinite set, 66
infinitely many, 67
inherited metric, 124
inherited subspace topology, 126
injection, 42
injective function, 42
inner point (metric space), 117
inner point (topological space), 122
inner product, 109
norm, 112
integer, 13
even, 52
odd, 52
integers, 50
integers modulo n, 60
integral domain, 26
homomorphism, 54
ordered, 29
positive cone, 29
integral domain, ordered
greater than, 29
greater than or equal, 29
less than, 29
less than or equal, 29
interior, 122
interior point (metric space), 117
interior point (topological space), 122
intersection
family of sets, 17
subsets of sets, 17
interval
closed, 13, 30
half-open, 13, 30
open, 13, 30
inverse element, 21
inverse function, 15, 42
inverse relation, 38
irrational number, 13
isomorphic groups, 23
isomorphism, 23
linear, 147
vector space, 147

Kronecker delta, 15
Kronecker symbol, 15
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least upper bound, 34

left inverse, 45

less than, 29

less than or equal, 29

lim inf, 95

lim sup, 95

limit, 85, 118

limit inferior, 95

limit point, 127

limit superior, 95

linear combination, 106

linear function, 107
norm, 134

linear function on R, 22

linear isomorphism, 147

linear mapping, 107

linear operator, 150
monotone increasing, 150
positive, 150

linear ordering relation, 38

linear space, 104

linear span, 106

linearly dependent, 108

linearly independent, 108

linearly ordered set, 38

lower bound, 33

lowest terms, 90

mapping
dual mapping, 146
inverse, 42
mapping (see function), 38
maps to operator, 15, 39
mathematical induction principle, 18
matrix
transpose, 103
maximal displacement distance, 116
maximal element, 145
maximum, 33, 145
mean distance, 116
mean square distance, 116
member of a set, 7
member of the family, 16, 47
metric, 115
induced, 124
inherited, 124
metric associated with a norm, 116
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metric derived from a norm, 116
metric induced by a norm, 116
metric of uniform convergence, 136
metric space, 115

e—closeness, 85, 115

continuity at zq, 132

inner point, 117

interior point, 117
metric subspace, 124
metric topology, 120
minimal element, 145
minimum, 33, 145
Minkowski’s inequality, 114
Minkowski’s inequality for (R™, || - ||,), 114
modulo

integers modulo n, 60
modulus, 60

equality modulo n, 60
monoid, 20
monomial, 47
monotone increasing linear operator, 150
multiplication, 24
mutually disjoint, 9, 18

natural embedding of the integers, 53
natural number, 13
natural numbers, 50
negative, 104
negative element, 29
neighborhood, 117, 122
e-neighborhood (metric spaces), 117
e-neighborhood in R, 85
of —o0, 86
of 0o, 86
neighborhood (metric space), 117
neighborhood base, 123
neighborhood in R, 85
neighborhood of —oo, 86
neighborhood of co, 86
neighborhood system, 123
net area, 112
neutral element, 20
nondecreasing sequence, 160
nonincreasing sequence, 160
nonnegative element, 29
nonpositive element, 29
norm

LP—norm on € ([a, b],R), 113
p-norm of R, 111
Euclidean norm, 104
sup—-norm, 110
supremum norm, 110
norm associated with an inner product, 112
norm of uniform convergence, 136
norm on a vector space, 111
norm topology, 121
normed vector space, 111
null vector, 104
nullspace, 105
number
composite, 62
numbers
algebraic number, 94
integer, 12
integers, 50
irrational number, 13
natural numbers, 50
rational numbers, 12
real numbers, 12, 82
transcendental number, 94
numerator, 52, 80

odd, 52
one to one function, 42
onto function, 42
open cover, 142
open covering, 142
open exterior, 122
open exterior (topological space), 122
open interval, 13, 30
open neighborhood (metric space), 117
open set, 117
trace, 125
open set (topological space), 120
open sets in a subspace, 126
operator
linear, 150
positive linear, 150
order induced by positive cone, 29
ordered field, 81
ordered integral domain, 29
absolute value, 32
ordered pair, 36
ordering
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partial, 37

partial order relation, 37
partial ordering, 37

after, 37

before, 37
partially ordered set, 37
partition, 12, 18, 73
partitioning, 12, 73
perfect square, 90
permutation, 137

infinite, 137
pigeonhole principle, 66
point of accumulation, 127
pointwise convergence, 135
polynomial, 46

degree, 47

root, 47
POset, 37

maximal element, 145

maximum, 145

minimal element, 145

minimum, 145
positive cone, 29
positive element, 29
positive linear operator, 150
power, 56
power set, 11
preimage, 41
preimage function, 41
prime, 62

relatively, 62
prime factor, 62
prime factorization, 62
prime number, 62

principle of mathematical induction, 18
principle of strong mathematical induction, 51

product, 54

quotient, 52, 80
quotient (division algorithm), 59

range, 39

rational cut, 157

rational number, 13, 82
lowest terms, 90

real number, 13

real numbers, 82
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real-valued function
continuous, 88

reflexive, 36

related items x and y, 36

relation, 36
antisymmetric, 36
equivalence relation, 37
equivalent items, 37
inverse, 38
linear ordering, 38
partial order, 37
reflexive, 36
symmetric, 36
total ordering, 38
transitive, 36

relatively prime, 62

remainder, 59

repeating decimal, 94

restriction of a function, 45

right inverse, 45

ring
cancellation rule, 25
commutative, with unit, 24
homomorphism, 54
integral domain, 26
zero divisor, 25

ring homomorphism, 54

ring of sets, 74

root of a polynomial, 47

scalar, 106
scalar product, 104
second axiom of countability, 124
second countable, 124
semigroup, 20
sequence, 15, 48
decreasing, 160
eventually all indices, 70
eventually true, 70
finite, 16, 69
finite subsequence, 16, 70
increasing, 160
index set, 15
infimum, 84
infinite, 16, 70
nondecreasing, 160
nonincreasing, 160
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partial sums, 92
real-valued, 91
start index, 15, 48
strictly decreasing, 160
strictly increasing, 160
subsequence, 16, 48
supremum, 84
tail set, 95
sequence compact, 141
sequence continuous function, 131
sequentially compact, 141
series, 92
absolute convergence, 138
alternating, 139
conditionally convergent, 139
convergence, 92
limit, 92
set, 7
bounded, 128
compact, 142
complete, 129
countable, 66
countably infinite, 66
cover, 142
covering, 142
diameter, 128
difference, 9
difference set, 9
disjoint, 9, 18
empty set, 7
equality, 8
finite, 66
finite subcover, 142
finite subcovering, 142
infinite, 66
intersection, 8
linearly ordered, 38
mutually disjoint, 9, 18
open cover, 142
open covering, 142
partially ordered, 37
POset, 37
proper subset, 8
proper superset, 8
setbuilder notation, 7
size, 12, 66
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strict subset, 8
strict superset, 8
subset, 7
superset, 7
symmetric difference, 9
totally ordered, 38
uncountable, 67
union, 8
sets
limit, 99
limit inferior, 99
llimit superior, 99
ring, 74
sigma-algebra, 74
size, 12, 66
source, 38
span, 106
standard basis, 108
start index, 15, 48
strictly decreasing sequence, 160
strictly increasing sequence, 160
strong induction
proof by, 51
subgroup, 22
sublinear functional, 147
subsequence, 16, 48
finite, 16, 70
subspace
metric, 124
open sets, 126
topological, 126
subspace (of a vector space), 105
subspace, generated, 107
subsript, 16
sum, 54, 104
sup—norm, 110

sup—norm displacement distance, 116

supremum, 34

supremum norm, 110
supremum of a family, 84
supremum of a sequence, 84
surjection, 42

surjective function, 42
symmetric, 36

tail set, 95
target, 38
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topological space, 120
boundary, 122
boundary point, 122
continuous function, 132
tirst axiom of countability, 123
first countable, 123
open set, 120
second axiom of countability, 124
second countable, 124

topological spaces
exterior point, 122
inner point, 122
interior point, 122
open exterior, 122

topological subspace, 126

topology, 120
discrete topology , 121
generated by metric, 120
generated by norm, 121
indiscrete topology , 121
induced by metric, 120
induced by norm, 121
metric topology, 120
norm topology , 121
subspace, 126

total ordering relation, 38

totally bounded, 140

totally ordered set, 38

trace, 125

transcendental number, 94

transitive, 36

transpose, 103

transposed matrix, 103

triangle inequality, 14, 19

unary operation, 45
uncountable set, 67
uncountably many, 67
uniform continuity, 134
uniform convergence, 135
metric, 136
norm, 136
union
family of sets, 17
subsets of sets, 17
universal set, 9
upper bound, 33

vector, 70
Euclidean norm, 103
length , 103
norm, Euclidean, 104
scalar product, 103
sum, 103
vector (element of a vector space), 104
vector space, 104
algebraic dual, 146
basis, 108
dual, 146
normed, 111
vector space isomorphism, 147
vector, n—-dimensional, 103

well-ordering principle
extended, 58

Young’s inequality, 113

zero divisor, 25

zero element, 104

zero function, 40

zero polynomial, 47

zero vector, 104

ZL property (Zorn’s Lemma), 145
Zorn’s Lemma, 145
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