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Synopsis
Seed-based correlation method and independent component analysis (ICA)-based method have been used to extract the resting-state brain
networks from fMRI data. Both methods require either prior knowledge of brain anatomy or selection of unordered spatial sources. Here, we
investigate a data-driven spectral clustering algorithm to study brain networks for resting-state arterial spin labeling (ASL) and blood-oxygen-
level dependent (BOLD) fMRI data. The spectral clustering algorithm successfully separates the brain resting-state networks and rank the
non-neural noises at last. It is of great benefit to use ASL to study brain resting-state networks because of the largely reduced non-neural
noise sources.

Introduction
Functional magnetic resonance imaging (fMRI) has revealed the resting-state brain networks. Seed-based correlation analysis is the most frequently
used approach for extracting the brain networks [1]. However, it requires prior knowledge of brain anatomy or task fMRI approach to detect the location
for a reliable seed. Independent component analysis (ICA) is another alternative approach for functional connectivity analysis [2] but it is difficult to
select the spatial sources for brain networks due to lack of prioritization for the spatial sources. Here, we explore the spectral clustering community
detection algorithm for its capability in separating the resting-state brain networks. The spectral clustering algorithm is fully data driven without the
need of any prior information about brain anatomy. The spectral clustering algorithm has been investigated for both arterial spin labeling (ASL) and
blood-oxygen-level dependent (BOLD) fMRI.

Theory
The spectral clustering algorithm is based on spectral graph theory [3]. The spectral clustering algorithm uses the eigenvalue decomposition of similarity
graph, which can be constructed as the pairwise correlation matrix from all brain voxels. The eigenvectors of this correlation matrix represents a low-
dimensional representation for the correlation of brain voxels. Standard k-mean algorithms can then be used for clustering.

An issue with the spectral clustering is that it requires the eigenvalue decomposition of a large matrix. The number of brain voxels in the entire brain is
about 32,000 voxels for ASL and BOLD data with 4-mm resolution. It is not realistic to calculate the eigenvalue decomposition for a 32,000 × 32,000
matrix. The Lanczos method [4] and Nystrom method [5] are two methods for approximating the eigenvalue decomposition for a large matrix. The
Lanczos method uses the tridiagonal approximation of the matrix and then calculates the eigenvalues, while the Nystrom method samples a random
portion of the data to approximate the eigenvalues of the matrix. Their performance was compared using both ASL and BOLD data.

Methods
We studied the performance of the spectral clustering algorithm on both resting-state ASL [6] (40 image time series) and BOLD (300 image time series),
acquired from 20 healthy subjects (8 females/12 males, 22–38 years old 30.3 ±4.6) [7]. Axial T1-weighted magnetizationprepared rapid gradient echo
(MPRAGE) images were collected using GE 3T scanner.

Both ASL and BOLD images were motion corrected and registered to the standard MNI space using SPM8. We scaled each subject’s image time series by
the same factor so that the global mean from each subject is the same. All subjects’ data were temporally concatenated to form a 2D matrix (temporal
dimension × spatial dimension). Each voxel was normalized with mean of 0 and variance of 1. The correlated matrix was then reconstructed using pair-
wise correlation of all brain voxels. A normalized Laplacian matrix was formed from the correlation matrix, and then singular-value decomposition was
performed on the adjacency matrix using the Nystrom method and Lanczos methods. The M largest eigenvalues were selected and the space
corresponding to the largest eigenvectors were selected. The K-means algorithm, using Pearson correlation as the distance metric, was finally applied to
the eigenvector space to produce K clusters. Each cluster represents a group of voxels that are highly correlated. The clusters were ranked based on the
mean correlation over all the voxels within each cluster.

Results & Discussion
The Lanczos method can produce the eigenspace that is very close to the true eigenspace. However, the performance of Nystrom method depends on
the number of random samples used for the ASL and BOLD data. The more random samples, the more accurately the Nystrom method approximates
the space spanned by eigenvectors (Fig. 1). But the Lanczos method is about 50 times slower than the Nystrom method using 3% of the total voxels. The
spectral clustering results using the Lanczos approximation method are shown in Fig. 2 for the ASL and BOLD data. Using the spectral clustering
algorithm, we can readily identify several resting-state brain networks: default mode, sensory-motor, left lateral, right lateral, lateral visual, and medial
visual networks, using M = K = 15 for ASL data and M = K = 25 for BOLD data. One out of 15 clusters and 10 out of 25 clusters are noise clusters for ASL
and BOLD separately, and the noise clusters are ranked as the last clusters, as indicated by the smaller correlation. For BOLD data, we noticed some
isolated voxels and mixed-in brain edge voxels for some clusters. These results further emphasize the benefit of ASL for studying resting-state networks
with reduction of non-neural noise sources.
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Figures

Fig 1. Accuracy for space of eigenvectors for ASL data (M = K = 15) and BOLD (M = K = 25) data using Nystrom method.

Fig 2. Clusters derived from ASL data (left) and BOLD data (right) using Spectral Clustering Analysis.
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