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1 Introduction

In section 2, we introduce the residuals plots for checking the PH model assumptions. In section 3, we
present the proofs of example 1 and example 2 (Yu, Dong, & Wong, 2016).

2 Residuals in PH model

Under the time-independent proportional hazards model h(t|z) = ho(t) exp(f'z), where h,(t) is the
baseline hazard function, 8 is a p x 1 parameter vector, and z is a p x 1 covariate vector. Assume
(X, Z) follows the TIPH model. Let C be a censoring variable and let Y = min(X,C) and 6 = 1(X < C).
Assume (Y1, Z1,61), (Y2, 22,62), ..., (Yy, Z,,6,) arei.i.d. copies fo (Y, Z,0). As defined by Lin (1993), let
N;(t) =6;1(Y; < t) be a counting process, let i, (f) and H,(f) be the hazard function and the cumulative
hazard function, respectively. Then the log partial likelihood (Cox, 1972) is
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r=0,1,2, where Z]@O =1, Z]‘?’l =Zj and Z]@Z = ZjZ]’.. Then then partial likelihood score function is
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One can estimate § by maximizing partial likelihood in (1), denote by ﬁ
2.1 Cox-Snell residuals
The Cox-Snell residual (Cox and Snell, 1986) is defined as
csj=Hy(Yp)exp(B'Z)), j=1,2,.,n 3)
where I:IO(t) is the Breslow estimator of the cumulative hazard function and ﬁ is the MPLE. The reason

is as follows. Assume the data set is complete and Y is continuous, then H(t|z) = Hy(f) exp(,B/Zj). Also
H(Y|z) follows exponential distribution with mean 1 as H(Y|z) = —logS(Y|z) and S(Y|z) ~ unif(0,1).
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Hence if the Cox model assumptions are satisfied, then the plot of H,(cs i) exp(B'z;) against cs; is roughly
linear.

2.2 Martingale residuals
The Martingale residuals are defined as

t
Mi(t):Ni(t)—f W= wexp(f' Z)dHy(w) i=1,2,...,n
0

R tz;lzl de(u)
where Ho(t):[ _ 4)

o SO ﬁ )
Also, since Z; is independent of time t, one can simplify (4) by
M;(t)=8; — Ho(Y;) exp(B' Z) 5)

The Martingale residual is the difference at time ¢ between the observed and expected number of
events for the i — th subject (Lin, Wei & Ying, 1993). Also Lin, Wei & Ying (1993) list several properties of the
Martingale residuals. (a) For any ¢, Z;‘zl Mi(t) = 0. (b) For n large, [E[Mi(t)] ~0and Cov[Mi (), Mj(t)] =0,
fori#j.

Therneau, Grambsch & Fleming (1990) recommended using residuals to assess the functional form
of the covariate and model adequacy with respect to the PH assumptions. Specifically, assume the PH
model is of the form

h(t,z,x) = ho(1) exp(f'z + f(x)) (6)

where X € £, f(-) is a function but unknown. To check the functional form of the covariate X, one can
plot the Martingale residuals M; () from fitting the model without the covariate X against X. If the
plot shows a linear trend, then the covariate is linear in the link function; otherwise, transformation is
necessary.

Remark 1. Connection between Cox-Snell residuals and Martingale residuals Cox Snell residuals are
defined as cs; = H,(Y;) exp(B' Z;). In the time-independent situation, the Martingale residuals are M;(t) =
6;— Iqo(Y,-) exp(B’' Z;). Hence, in the TIPH model, Mi(t) +cs;=0;.

2.3 Deviance Residuals

As noted by Therneau, Grambsch & Fleming (1990), Martingale residuals are skewed in some circum-
stances. It creates difficulties in interpreting the plot. The Deviance residuals is a function of Martingale
residuals and it is less skewed and more normally distributed. The Deviance residuals are defined by

. N . 112
d; = sgn(Mi)[—Z(Mi+6l~log(6i—M,-))] @)
One can plot the Deviance residuals against the linear predictor e = /' Z

2.4 Cumsum of Martingale Residuals

Lin, Wei, and Ying (1993) recommends using cumulative sums of Martingale residuals to examining the
functional form of a covariate. Let M; be the Martingale residuals as defined in (4), the partial sum of M;
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is defined as

n
Wix) =Y WZij<)M; j=1,2,..,p ®)

i=1

They showed that the null distribution of W} (x) can be estimated by
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where G, [ = 1,2,...,n are i.i.d sample from standard normal distribution, ,B is the PLE of S, 2(,6, 1) is
SW(B,1)/S?(B, 1), and F ! is the estimated covariance matrix of f.

2.5 Schoenfeld residuals

Further, let the conditional weighted mean and variance of the covariate vector at time ¢ (Grambsch
&Therneau, 1994)be

M@B,t)=SYB,1)1SVB, 1 (10)

SPB, 0 (SVB, 0y (SVB Oy
V(B,t) = - 11
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The Schoenfeld residuals and the scaled Schoenfeld residuals respectively are defined as
me(B) = Zk — M(B,yx) and r(B) =V 'rp+ (12)

Notice that M(p, 1) is the contional expectation of Z; given R;, where R; ={j =1,2,...,n:Y; = Y;} is the
indices of observations at risk at time Y;. The the Schoenfeld residual () is the difference between the
observed covariate Z; and its contional expectations E[.Z;|R;].

One can estimate the Schoenfeld residuals by

Fe=Zr—MB, 1) (13)

Grambsch &Therneau (1994)shows that if the TIPH model holds, E[#] = 0 and the plot of 7; against
failure time will be centered around 0. Grambsch &Therneau (1994) further recommend to replace the
estimator of Vi in (12), Vk, by V = Z/d to estimate the scaled Schoenfeld residuals, where & is the
second derivative of the partial likelihood and d is the number of events. Thus, an estimator of the scaled
Schoenfeld residuals is

PV et B=V (Z— M) + P o

Therneau, Grambsch & Fleming (1982) recommend plotting the martingale residuals obtained from
the model ignoring one covariate, say Z;, against the missing covariate and check the functional form of
7). Lin & Yin (1993) recommend plotting the cumulative sums of the martingale residuals. Schoenfeld
(1982) and Lin (1991) suggest plotting the Schoenfeld residuals against failure times. Wei (1984), Therneau,
Grambsch & Fleming (1990) recommend plotting the cumulative sums form. And Grambsch & Fleming
(1994) also suggest a smoothed scatter plot the the estimate of the scaled Schoenfeld residuals against
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the failure time.
Schoenfeld (1982) extend it to the model

h(tlz, w) = ho(t)exp(f'z+0g(H)w) (15)
with g(t) varying about 0. Under this model, the Schoenfeld residual
Elfi) = g(0{EIW? Rl ~EIW|R1?| (16)

The sign of E[7x] depends only on the sign of g() as the second term in (14) is non-negative. By plotting
Schoenfeld residual 7 against failure time Y%, one can observe the changes in g ().

3 Proof of Example 1 and Example 2

Proof of the last statement in Example 1. Let

log0.5 0.5 (1 _ t)0.5 -1
So(t) = Sy;w (¢£10) =[ SYlZ(t|x)dFZ(x)(=f A-0%dx=—""—
—o00 0 log(1-1)
0 ! 1-t-(1-0°%
S1(8) =SY|W(t|1)=f SY\Z(ﬂx)dFZ(x)(:f (l—t)deC:#
log0.5 0.5 log(1-1)

If the family of survival functions {Sy, S;} follows the PH model, then S;(¢) = (S, ()PP v ¢ € (0,1).
Thus
Q-0%-1, 1-t-1-1°

eﬁ _ e
(So()™ =( log(1-1) ) log(1—-1)

, Yte(0,1).

It follows that

(1-t—(1-10%)/log1-1)

p=log = 05 1)/ logi = 1

is constant in ¢ € (0,1), but

—f—(1-p05 _ 3 P
f=log L= {1~ (1= 0°*)/logd t):{ 0.35 if £=0.5

(1-0%5-1)/log(1 - 1) -0.69 if r=0.75
Hence, {Sp, S1: W € {0, 1}} does not follow the PH model. o

Proofs in Example 2. Verify that Sy|z(0.5/—0.9) = 0 and Sy z(0.5|3.5) = 0.5. Thus Sy, z(¢|z) does not satisfy
the PH model. Otherwise, 0.5 = Sy|(0.5|3.5) = (S,(0.5))%PG5) = ((§,(0.5))¢*P(~0-9P))exp0.9p+3.56)
(SY|Z(05| _ 0'9))exp(0.9ﬁ+3‘5ﬁ) =0.

If one discretizes Z by W = 1(Z > 3), then Fyw (¢|0) = Fyyw(¢t[1) = t, t € (0,1). Thus the family of
survival functions {Sy;w : W € {0, 1}} satisfies the PH model (with = 0).

Moreover, if one generates a random sample of complete data from (Z, Y), and sets

YN > 12—kl <nmt3)
1 101Zj -kl <n713)

Sk(t) = ,kef0,3}

then it is easy to check that both converge to S(¢) = (1 — ), € (0,1). Thus the graphs of § and S3 will
almost coincide if 7 is large, and their limits satisfy the PH model trivially with the equal hazard function.
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