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Appendix I. Roots of a polynomial of degree 3 or 4.

b

The roots of h(x) = az3+br?+cr+d = 0 can be derived as follows. Let 7 = y— 3

Then h(x) = 0 => y3 + py + ¢ = 0, where p = % and ¢ = %. Let
2 3
A=L 4+ 5.

(1) If A <0, there are 3 real roots:

m= (e E ) T (Y )

1/3 1 _ :
yp = wa( — T+ B b (— 8- T+ 2 where wy = THY8E and
wp = _l_ﬁi.
(2) If A =0, then y1 = 2(—¢q/2)'/? and y2 = y3 = (¢/2)"/>.
1/3 2 1/3

. 2 3 3
(3)if A>0,thenyy =yo=ys=(—2+ /L +5) "+ (-L—-\/L + %)
The roots of z* + ax> + bx? + cx + d = 0 can be derived as follows.

The 4 roots can be solved through these 2 quadratic equations in z:

a++/8y+a?—4b
z? + Y x4+ (y+
2 8y +a?—4b

ay —c

) =0

d(4b—a?)—c? —0

where y is any root of the equation y3 — %yQ + “‘324dy + S

. O
Appendix II. Proof of Theorem 4 in Cases (1) and (2). The proof of (I) (suffi-
ciency) is almost identical, except revising (n1,72) in the proof there by setting 7o = b
in Case (1) and 17, = a in Case (2). Thus we only give the proofs that 7 > a is the
necessary condition.

Suppose Case (1) is true. That is § = a. Then

f2.5(t5:0) = (wsﬂt—))‘*{[l(t c (be,_b]g(b —4)

+1(t < O)]fy (). (A1)
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Assume 7y < a. Let n = 6 + ¢, where ¢ = (b —6)/2. By (A.1), fz5(t,1;6) =
WS&@—) = 0= fzs(t,1;n) (except perhaps at t = ), as (1) Sy (t—) =0 = fy ()
fort > 60> 71y, and (2) 1(t € [0,b]) =0=1(t € [0 + ¢,b]) if t < 6. Moreover,

aat0:0) = e < 0)+ HEERDO =y {920 = 0. (a2

fzolt,lim) = (1t < a+¢) + HELLMCD) p (1) = fr(t) = f2(t130) by (A.2).
Thus, fz,s(t,5:0) = (fz.5(t,1;0))°(f2,6(t,0;0))'=° = (fz,s(t, 1;0))*(fz.s(t,0;m)' =
fz5(t,s;m), i.e., fz5(t,s;m) = fzs(t,s;0) a.e. and consequently, Eq. (5.2) holds. Thus
Ty > 6 (= a) is the necessary identifiability condition in Case 1.

Now suppose Case (2) is true. Thus § = b. Then

st s:0) = (FEEL8 g (o HECIDEOZD g4 <oy =, (43

Assume 7y < a. Let n = 0 + 1. By (A.3), fzs(t,1;6) = wsy(t—) =0 =
fz.5(t,1;m) (except perhaps at t = a), as (1) Sy (t—) = 0 = fy(t) for t > a > 7y, and
(2) 1(t € [a,b]) =0 = 1(t € [a,b+ 1)) if t < a. Moreover,

HERRC= D= {5, Hize =H0. (A0

froltlim) = (1t < a) + 2P0y b (1) = fy(t) = fr5(t,1:6) by (Ad).
Thus: fZ,(S(t7S;77> = (fZ,5(t71;0)>S(fZ,5(t70;9)>1_5 = (fZ,é(t:1§n>)s(fZ,6(t:O§77>)1_s =
fz.s5(t,s;m), i.e., fz5(t,s;m) = fzs(t,s;0) a.e. and consequently, Eq. (5.2) holds. Thus

fz.5(t,0;0)=(1(t < a)+

Ty > a is the necessary identifiability condition in Case 2. o
Appendix III. Proof of Theorem 6 . We first consider b. Abusing notations, we write
a=a=2y. Let k=>",1(Zi=c) (=nl(X >c),as 1(Z =¢) =1(Y =c < X)).

Then 4InL(b) = 0 leads to H(b) = — 32 + ;£ = 0. Thus the root of H(b) is
. - - - 1(X 1—p
p_ne ka:(n k)e+ k(c a>:c+(c—&)uzc+(6—d) Ap
n—k n—k 1-1(X >¢) P

23



> ¢ = Z). By Lemma 1, the MLE is b =b. It converges to ¢ + (c — a)2=¢ = b as.
Since V(a) = O(n™2) and 1(X < ¢) ~ bin(1,p) with p = P(X < ¢), by the central
limit theorem and Slutsky’s Theorem, \/ﬁ(b—b)—>N(O, 0?), where 02 = n(g'(p))*V (p) =
% and g(p) = c+ (c — a)=2 =F (notice that V(a) = O(1/n?)).

Of course, a is not asymptotlcally normally distributed. It is well known that the
MLE of a is X(1). Let X, ~ U(0,1) and T, = (X,)(n), then Fr, () = (Fx,(t))" =
"1(t € [0,1]) + 1(¢ > 1).

E(T,) = [} (1—t")dt=1—t""/(n+1)|, =1 - e

E(T2) = [y 2t(1 — t)dt = [t — 2072 /(n + 2)]|, = 1 — +25.

_ _ 2 2 1 _ 2 1 _
V(L) =1~ -1-35)7= htia - 61’ = ooy — G)? =

2n+2—n—2
(n+1)2(n+2) — (n+1)2(n+2) )

If X ~U(a,b) (=U(a,0+a), then X =0X,+a, Fx(t) = (:5%)"1(t € (a,b)) + 1(t >

b) and Sx(t) = (51)"1(t € (a,b)) + 1(t < a). Moreover, V(X)) = 02V (T,) =
e V(X)) =

9+2a—X(n). O

2
%7 as X(l) _0( o(n))+a—0 (QTO(n)+a)+2a:
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