MATH 304-01 Name (Print):
Fall 2019

Exam 3

November 25, 2019

Time Limit: 90 Minutes

This exam contains 8 pages (including this cover page) and 6 problems. Check to see if any pages
are missing. Enter all requested information on the top of this page. Question 1 is a True/False
question. Clearly CIRCLE your correct answer. You are required to show your work on Questions
2 to 6 on this exam.

Instruction:
Question | Points | Score
e All solutions must be written on the blue 1 10
book.
. 2 10
e At the end of the exam, please turn in both
this exam and the blue book. 3 20
e Turn off and put away your cell phone.
4 20
e Notes, the textbooks, and digital devices are
not permitted. 5 25
e Discussion or collaboration is not allowed. 6 o5
e Justify your answers, and write clearly.
Total: 110

e Mysterious or unsupported answers will not
receive full credit.

Do not write in the table to the right.
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1. (10 points) In each question circle either True or False. No justification is needed.

2 2
1 3

(b) True If Ais a3 x 3 matrix and A\; = 1,\y = —1 and A3 = 2 are distinct eigenvalues of A.
Then det(A) = —2.

(¢) True An n x n matrix A is invertible if and only if 0 is not an eigenvalue of A.

(a) False Let A = < > Then v = B] is an eigenvector of A.

(d) True Let V be an inner product space with inner product (u,v) foru,v € V. Forx,y € V,
we have [(x,y)| < [|x[ - [|y]]-

(e) False If a square n x n matrix A is diagonalizable, then A has n distinct eigenvalues.
(f) False Let A be an n x m matrix. Then Col(A4)+ = Nul(A).

(g) True If W is a subspace of R” and if x € W N W+, then x = 0.

(h) False If u,v € R" with its usual dot product, then

[lu -+ v = [[u]? + |v]]*.
(i) False Let A be an n x n matrix. If the columns of A are linearly independent, then 0 is
an eigenvalue of A.

(j) True An n x n matrix P is called an orthogonal matrix if PP = I. If A and B are n xn
orthogonal matrices, then AB is also an orthogonal matrix.

2. Let T : Py[t] — Ps[t] be the linear transformation defined by T'(p(t)) = (t + 1)p(t) for all
p(t) € Po[t].
(a) (4 points) Find T(q(t)) with q(t) =1 — 2t +¢2 .
(b) (6 points) Find the matrix for T relative to the bases B = {1,t,t?} and C = {1,¢,t%,#3}.

Solutions.

(a) T(qt)) = (t+1)q(t) = t+ 1)1 -2t +t3) =1t — 2 + 3.

(b) We have
T(1) = (t+Dl=t+1=1-1+1-t40-t24+0-¢3
Tt) = (t+Dt=t+t>=0-14+1-t+1-t24+0-13
T#) = (t+)2=2+3=0-1+0-t+1-¢24+1-#.

So the matrix for T relative to the bases B and C is

0

O O ==
O = = O
e )
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3. (20 points) Let Py[t] be an inner product space with the inner product given by

1
(). g(t) = /0 F(Dg(t)dt

for f(t),g(t) € Paft].
(a) Compute (6t — 1,12t2).
(b) Compute ||6¢ — 1]|.

(c) Let L be the subspace of Po[t] spanned by 2t — 1. Compute proj; (12¢2), the projection of
12¢% into L.

(d) Let p(t),q(t) € Palf] with [Ip(t)]] = lla(®)l| = 1 and (p(t),q(t)} = 0. Show that

lp(t) — a()]] = V2.

Solutions.
(a) ) )
(6t —1,12t%) = / (6t — 1)(12t%)dt = / (72t3 — 12t%)dt = (18t — 413)|} = 14.
0 0

(b) ||6t — 1|| = \/(6t — 1,6t — 1) = /7 since
1 1
(6t—1,6t—1>:/ (6t—1)2dt:/ (36t% — 12t + 1)dt = (12t3 — 61> +-t)|4 = 7.
0 0

(c) We have
gy MG
proj (12t%) = (6t — 1,60 1>(6t 1) = - (6t —1) =12t — 2.
(d) Since (p(t),q(t)) =0 and ||p(t)|| = ||¢(t)|| = 1, we deduce that

(p(t), —q(t)) = =(p(t),q(t)) = 0 and || — q(£)|| = [|q(*)[| = 1.
By Pythagorean theorem, we have
Ip(t) = a@®* = llp(t) + (—=a(t))I]?
= llp@®)1> + | — a(®)]?
= llpMI* + lla@®)]]* = 2

Hence [[p(t) — q(t)|| = V2.
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4. (20 points) Let V = P3[t] be an inner product space with the inner product

1
<ﬁm=1j@awt

for f,g € V. Use the Gram-Schmidt process to find an orthogonal basis for the subspace W of
V spanned by {1,t,t2}. (Do not normalize).

Solutions.
Let p1(t) = 1,pa(t) = t and p3(t) = 2.
We have
q(t)=pi(t) =1
_ _ <p2(t)? q1 (t)>
q2(t) = pa(?) (0 (D), (D) q1(t)
_ _ (ps(), a1 (2)) _ (ps(t), @2(t)
B =10 00,00 " (w0, w0)
Now
1 1
(@), (1)) = / qt)?dt= | dt=t*; =2
—1 1
and

1 1
a0 ) = [ marte = [ de= 5L =0,

-1

So qa2(t) = p2(t) = t. Now

1 1
a0 ) = [ = [ Pae= g =2

Thus
_ _ (ps(®), a1 (1)) ~ (p3(t), @2(2)
B O=20 0™ w0, w0
zZ 9
=2 - %1 - gt
=12 -1

Therefore {1,,t> — 1} is an orthogonal basis for P,[t].
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1 -1 1
5, Let A=|—-1 1 1
1 1 -1
(a) (7 points) Find the characteristic polynomial of A. (Show your work).
(b) (4 points) Verify that A has three distinct eigenvalues \; = 1, Ao = —2 and A3 = 2.
(c) (9 points) For each );, find a basis for the eigenspace corresponding to eigenvalue \;.
(d) (5 points) Determine whether A is diagonalizable or not. If it is, find matrices P and D
such that A = PDP~!, where D is a diagonal matrix. If not, explain why.
Solutions.

(a) Characteristic polynomial of A is

1-x -1 1
det(A—X)=| =1 1-X 1 |==-XN4+A24+4\—-4
1 1 —-1-A
(b) It is easy to check that A\; = 1, s = —2 and A3 = 2 are solutions of the characteristic

polynomial of A since
XA AN A=220-N)—41 - =1 - NN =) =1 -\ -2)A+2).

(c) Finding a basis for the eigenspace corresponding to A\; = 1. We need to solve the homoge-
neous linear system (A — A\ 1)x = 0.

We have
0 -1 1 0 1 1 -2 0
(A—M\IJ0) = 10 1 o)™EBl-1 0 1 o0
1 1 -2 0 0O -1 1 0
1 1 -2 0 11 -2 0
fathh g 1 -1 0) fatllz g 1 0)
0 -1 1 0 00 0 O
10 -1 0
e A | 0)
00 0 O
So we have the system
r1 — 3 = 0
9 — T3 = 0
and so
r1T = X3
T2 = I3
hence
T T3 1
2| = |X3| = I3 1
I3 I3 1
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1
Thus {v1} is a basis for the eigenspace corresponding to \; = 1 where vi = |1
1
Finding a basis for the eigenspace corresponding to Ay = —2. We need to solve the homo-
geneous linear system (A — A\ol)x = 0.
We have
3 -1 10 1 1 10
(A—2I0) = 1 3 1 o)™ 1 3 10
1 1 10 3 -1 10
1 1 10 1 1 1 0
fetfn fo 4 2 o)™ o 4 2 0
3 =110 0 -4 -2 0
1110 11 10
Rt 0420)R2/401§0
0 000 0 0 0O
e (L0 : 0)
=7 1001 50
0 0 0O
So we have the system
fL'l—i-%xg = 0
Q’JQ—F%IE?) = 0
and so .
r1 = —521?3
Ty = —%:Ug
hence
I —%:Eg 1
Tro| = —%Jfg = —=X3 1
X3 I3 —2
1
Thus {va} is a basis for the eigenspace corresponding to Ay = —2 where vo = | 1
-2

Finding a basis for the eigenspace corresponding to A\; = 2. We need to solve the homoge-
neous linear system (A — A3l)x = 0.

We have
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-1 -1 1 0 1 1 -1 0
(A—XI]0) = 1 -1 1 o)1 -1 1 o0
1 1 -3 0 1 1 -3 0
11 -1 0 11 -1 0
ferfn o0 0o o™ (oo 0 o
11 -3 0 00 -2 0
11—10R/_211—1()
g oo =2 0] ™25 (o0 1 0
00 0 O 00 0 O
1 100
futlz 1o 01 0
0000
So we have the system
r1+xy = 0
T3 = 0
and so
rKT = —XI2
r3 = 0
hence
T —X9 —1
Tol = | xo | =a2 | 1
€T3 0 0
-1
Thus {vs} is a basis for the eigenspace corresponding to A3 = 2 where vz = | 1
0
Hence A is diagonalizable and
1 1 -1
P:[V1V2V3]: 1 1 1
1 -2 0
and
1 0 0
D=10 -2 0
0 0 2

1 1 2
-1 1 -2
x=|,¥y=| and z = 4
-1 1 4

Let S = {x,y}.

(a) Verify that S is an orthogonal basis for the subspace W spanned by S.

(b) Find the unit vector u in the direction of x.
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(c¢) Find the distance between x and y.
(d) Find projy(z), the projection of z into W = span(.S).
(e) Write z = w + uy, where w = projy,(z) € W and u; € W+,

Solutions.

(a) We have that x -y =1-1+(-1)-1+1-14(—1)-1 =0 so S is an orthogonal set of
non-zero vectors and since S spans W = span(5), S is an orthogonal basis for W.

(b) The unit vector in the direction x is

1/2

u—i—x— —1/2
=[] 2 /2|’
-1/2

where |[x|]? =x-x =12+ (=1)2+ 12+ (=1)2 = 4, hence ||x|| = V4 = 2.
0

(c) We have x —y = 0 and so

-2

dist(x,y) = |lx —yl| = V(x —y) - (x —y) = V02 + (=2)2 + 02 + (-2)? = V8 = 2V2.

(d) Since S is an orthogonal basis for W, the projection of z into the subspace W can be
determined by

3
. Z-X zZ-y 1
szrOJw(Z)ZX.XX+y.yy=ZX+Zy=X+2y= 5
1
-1
-3
Thusu; =z —w = 1
3
We see that
u - x=1(-1)+(-1)(-3)+1-14(-1)-3=0
and

uy=1(-1)+1(-3)+1-1+1-3=0.
Sou; € Wt as S spans W.



