UNGRADED ASSESSMENT 4, MATH 304-06, 11/22  YOUR NAME SOLUTIONS

#5 here is corrected.

(1) (5 points) What is the Cauchy—Schwartz Inequality?
[{w, v)[ < [[ulf[[v]].

(2) (0 points) What is the Cauchy—Schwartz Inequality used for?
Many things.

(3) (5 points) What is the Triangle Inequality (for vectors)?
[u+ v < [[ul] +[[bfv].

(4) (5 points) Prove that, if P is an orthogonal matrix and D is diagonal, then PD P!
is symmetric.
(Explanation: A matrix A is symmetric when AT = A. So, we test this with the
matrix PDP~!.)
Since P is orthogonal, P~! = PT. Thus, we want to know if PDP? = (PDPT)T.

(PDPHT = PITDTPT = PDTPT = PDPT

since a diagonal matrix is symmetric.

(5) (20 points) In Po, there is an inner product (nicknamed “Betsy”) (p(t),q(t)) =
p(—1)q(=1) +p(0)q(0) +p(1)q(1). The vectors u; = 1 = t° and uy = ¢ are orthogonal
with respect to “Betsy”. With respect to the inner product “Betsy”,

(a) what is the orthogonal projection of x := t* onto the subspace span{1,t}?
(b) what is the nearest point to x in the same subspace, span{1,¢}?

(Explanation: Part of the question is not to be confused by writing vector notation
for a polynomial. Keep in mind that we are in a vector space whose vectors are
polynomials. E.g., t =1 is a constant polynomial.)

(a) Use the standard formula for orthogonal projection. For that, the basis for
W = span{l,t} must be an orthogonal set. (That’s why I told you 1 and ¢ are
orthogonal.) Then,

, 2,1 2t
projy, X = <<1’ 1>> 1+ <<t,t>>t'
Now compute the inner products. For instance, in (t?,1) we have p(t) = t* and
q(t) = 1.
(t%,1) = (=1)*(1) + (0*)(1) + (1*)(1) = 2,
(%, 1) = (=1)*(=1) + (0%)(0) + (1*)(1) = 0,
LD =M+ M1+ @)1) =3,
(t,t) = (=1)(=1) + (0)(0) + (1)(1) = 2

Substituting in the formula,
0

2 2
projy, X = 51 + Wt =3 (That is a polynomial of degree 0.)

2
(b) The nearest point is the projection. Answer: 3



(6) (25 points) In R3 there is an inner product (nicknamed “Arthur”) defined by
(u,v) := 2uyv; + 2ugve + (ug + uz)(vy + v3). Let € = {ey, es,e3} be the standard
basis for R3.

(a) Which pairs of vectors in € are orthogonal with respect to the inner product
“Arthur”?
(b) Use Gram—Schmidt orthogonalization to turn € into an orthogonal basis with
respect to “Arthur”.
1
(a) (You have to remember that e; = |0|, etc.) Use Arthur:
0

(e1,e2) = 2(1)(0) +2(0)(1) + (1 +0)(0+0) = 0,
(er,e3) =2(1)(0) +2(0)(0) + (1 +0)(0+ 1) =1,
(e9,e3) = 2(0)(0) +2(1)(0) + (0 +0)(0+ 1) = 0.

So ey, ey are orthogonal, ey, e3 are orthogonal, but bfe;, bfes are not orthogonal.

(b) We'll construct an orthogonal basis {uy, us, us}.

First, we take u; = e;.

Next, we consider ey. Since it is already orthogonal to u; (which is e;) by part
(a), we can use it as the next orthogonal basis vector: bfus = es.

Finally, we want uz which is orthogonal to u; and u,. Since e3 is not orthogonal
to both of them, we can’t use it without modification. The vector we want for us is
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This last vector is the answer for us.
1 0 —1/3
The basis we want is {u;, ug, ug} = { Ol,(1{,] O }
0 0 1



