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ABSTRACT. This is a survey of the three main methods developed in the last 15 years
to prove the existence of integral canonical models of Shimura varieties of Hodge type.
The only new part is formed by corrections to results of Kisin.

1. Introduction

Let (G,X) be a Shimura variety of Hodge type. We fix an embedding f : (G,X) →֒
(GSpGSpGSp(W,ψ), S) into a Shimura pair (GSpGSpGSp(W,ψ), S) that defines a Siegel modular variety.
Let L be a Z-lattice of W such that we have a perfect alternating form ψ : L×L→ Z. Let
d ∈ N be such that the rank of L is 2d. Let Sh(G,X) be the canonical model of (G,X)
over the reflex field E(G,X).

Let p be a prime such that the reductive group GQp
extends to a reductive group

scheme GZp
over Zp. It is known that there exists a reductive group scheme GZ(p)

over
Z(p) whose generic fibre is G and whose pull back to Zp is GZp

, cf. [Va1, Lemma 3.1.3]. We
can choose f such that the schematic closure of G in GLGLGLL⊗ZZ(p)

is GZ(p)
, cf. [Va8, Part I,

Lemma 4.2.1]. Let v be a prime of the reflex field E(G,X) that divides p; it is unramified
over p. Let O be the localization at v of the ring of integers of E(G,X). Let k(v) be the
residue field of v (i.e., of O).

Let Kp := GSpGSpGSp(L, ψ)(Zp) and let Hp := Kp ∩ G(Qp) = GZ(p)
(Zp); they are hy-

perspecial subgroups of GSpGSpGSp(L, ψ)(Qp) and G(Qp) (respectively). The functorial mor-
phism Sh(G,X)/Hp → Sh(GSpGSpGSp(W,ψ), S)E(G,X)/Kp is a closed embedding, cf. [De1] and
[De2]. Let M := proj.lim.†∈N\pNAd,1,†, where Ad,1,† is the Mumford’s moduli scheme
over Z(p) that parametrizes isomorphism classes of principally polarized abelian schemes
that have level-† symplectic similitude structures. It is well known that one can iden-
tify MQ = Sh(GSpGSpGSp(W,ψ), S)/Kp (for instance, cf. [De1]). Thus we can speak about the
schematic closure Ncl of Sh(G,X)/Hp in MO and about the normalization N of Ncl. The
goal of this survey is to report on the three main methods developed in the last 15 years
to prove the following Theorem.

1.1. Theorem. The O-scheme N is regular and formally smooth.
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The three methods are presented in Sections 4 to 6. In Section 2 we include some
complements on reductive group schemes. The basic notations to be used in order to detail
on the three methods, are presented in Section 3.

1.2. Remark. The process of taking the normalization N of Ncl appears for the first
time in [Va0] and thus in [Va1] and all its preliminary versions. In [Mi, Rms. 2.6 and
2.15] one uses only the schematic closure. The process of taking the normalization has
been inserted due to weakness in the deformation theories available and due to the lack
of progress in connection to the Tate and Hodge conjectures for abelian varieties. As
pointed out in [Va1, Rm. 5.6.4], one does expect that always N = Ncl. Our recent work
on Langlands–Rapoport conjecture checks that in fact one has N = Ncl in most cases.

2. Reductive group schemes

If M is a free module of finite rank over a commutative Z-algebra R, then let M∗ :=
Hom(M,R), let T(M) := ⊕s,t∈N∪{0}M

⊗s⊗RM
∗⊗t, and let S(M) be the R-module obtained

from M via the operations of direct sums, tensor products, duals, exterior powers, and
symmetric powers. The definition of S(M) is too vague and for practical reasons one can
take S(M) := ⊕∞

n=1T(Λ•(S•(T(M)))), where S• defines the symmetric poer algebra and
Λ• denotes the exterior power algebra.

It is known that there exists a family of tensors (vα)α∈J of T(W ) such that G is the
subgroup of GLGLGLW that fixes vα for all α ∈ J (for instance, see [De3, Prop. 3.1 c)]). One
could ask if there exists an analogue result over Z(p) instead of over Q. Partial results were
provided in the past as follows.

2.1. PEL type. We assume that f : (G,X) →֒ (GSpGSpGSp(W,ψ), S) is a PEL type embedding
(i.e., G is the identity component of the centralizer in GSpGSpGSp(W,ψ) of a semisimple Q–
subalgebra of End(W )). If (G,X) is of either A or C type, then GZ(p)

is the subgroup
scheme of GLGLGLL⊗ZZ(p)

that fixes a family of endomorphisms of L⊗Z Z(p) (it seems to us that
this first appears in [Zi]; see also [LR]). If (G,X) is of D type and p is odd, then Kottwitz
showed that GZ(p)

is the connected component of the subgroup scheme of GLGLGLL⊗ZZ(p)
that

fixes a family of endomorphisms of L⊗Z Z(p) (see [Ko]).

2.2. Hodge type. We assume that there exists no reductive subgroup G1 of GSpGSpGSp(W,ψ)
such that G ( G1 ⊆GSpGSpGSp(W,ψ) and Gder

1 = Gder (i.e., we assume that (G,X) is saturated
in (GSpGSpGSp(W,ψ), S) in the sense of [Va1, Def. 4.3.1]). In [Va1, Prop 4.3.10 (a)] it is shown
that there is N(f) ∈ N such that if p does not divide N(f), then there exists a family of
tensors (vα)α∈J of T(L⊗ZZ(p)) such that GZ(p)

is the connected component of the subgroup
scheme of GLGLGLL⊗ZZ(p)

that fixes vα for all α ∈ J. Each vα is either an endomorphism of
L ⊗Z Z(p) or an element of (L ⊗Z L ⊗Z L

∗ ⊗Z L
∗) ⊗Z Z(p). The elements of (L ⊗Z L ⊗Z

L∗⊗ZL
∗)⊗Z Z(p) are defined by perfect trace forms and involve Killing forms and Casimir

elements. Therefore N(f) is effectively computable.
If (G,X) is not saturated in (GSpGSpGSp(W,ψ), S), then the same holds provided we allow

the tensors to be in T(L⊗Z Z(p)) (and not only in (L⊗Z L
∗)⊗Z Z(p) ∪ (L⊗Z L⊗Z L

∗ ⊗Z
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L∗)⊗Z Z(p)). This is an easy exercise as G1/G is a torus and as tori over either Q or Z(p)

are linearly reductive (i.e., their representations are completely reducible).

2.3. General case.

2.3.1. Pseudo-Claim ([Ki3, p. 6]). There exists a family of tensors (vα)α∈J of
T(L⊗Z Z(p)) such that GZ(p)

is the subgroup of GLGLGLL⊗ZZ(p)
that fixes vα for all α ∈ J.

2.3.2. Incomplete claim ([Ki4, Prop. 1.3.2]). Let V be a discrete valuation ring of
mixed characteristic (0, p) and let k be the residue field of V . Let M be a free V -module of
finite rank. Let G be an affine, flat, closed subgroup scheme of GLGLGLM such that the generic
fibre of G is a reductive group scheme. Then G is the subgroup scheme of GLGLGLM that fixes
a family of tensors of S(M).

2.3.3. Remarks. (a) A “proof” of “Claim 2.3.2” was made available in [Ki4, Prop.
1.3.2]. The proof of loc. cit. is incomplete as it relies on the the following false claim (see
[Ki4, p. 10, l. 17]): “each short exact sequence 0 → M1 → M2 → M3 → 0 of G-modules
with M3 as a trivial G-module, splits as it splits after inverting p”. It is trivial to check
that this “claim” is indeed false.

(b) “Claim 2.3.1” was announced by Kisin around Jan. 2007 (see also [Ki3, p. 6])
but a proof of it never appeared. The approach to prove “Claim 2.3.2” used in [De3] and
[Ki4] can not be used towards proving “Claim 2.3.1” .

(c) We are grateful to G. Pappas for pointing out to us that [Ki3] and [Ki4] contain
different claims (see 2.3.1 versus 2.3.2).

(d) One can correct “Claim 2.3.2” as follows (to be compared with [De3, Prop. 3.1
c)]). Suppose the homomorphism Hom(GLGLGLM ,Gm) → Hom(G,Gm) has finite cokernel.
Then as in [De3, Prop. 3.1 c)], one gets that in such a case the Claim 2.3.2 does hold.
As the homomorphism Hom(GLGLGLL⊗ZZ(p)

,Gm)→ Hom(GZ(p)
,Gm) does have finite cokernel

one gets:

2.3.4. Corollary. There exists a family of tensors (vα)α∈J of S(L⊗Z Z(p)) such that GZ(p)

is the subgroup of GLGLGLL⊗ZZ(p)
that fixes vα for all α ∈ J.

2.4. Well positioned families of tensors. Based on the limitations of Subsection 2.2
and of the false claim of Remark 2.3.3 (a), in [Va1] we developed a very general theory
of well positioned families of tensors. Related to the context of Section 1, one has the
following general and practical result (cf. [Va1, Prop. 4.3.10 (b)]).

2.4.1. Proposition. We assume that p is odd and that the Killing form K on Lie(Gder
Z(p)

)

and the form T on Lie(Gder
Z(p)

) induced (via restriction) by the trace form on End(L⊗Z Z(p))

are both perfect. Let (vα)α∈J4
be the family of all elements of End(L⊗Z Z(p))∪ (L⊗Z L⊗Z

L∗⊗ZL
∗)⊗Z Z(p) fixed by GZ(p)

. Let △ be a faithfully flat Z(p)-algebra which is an integral

domain. Let M be a free △-submodule of L ⊗Z △[ 1p ] such that M [ 1p ] = L ⊗Z △[ 1p ] and

we have vα ∈ T(M) for all α ∈ J4. Then the schematic closure of G△[ 1
p
] in GLGLGLM is a

reductive group scheme over △.
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3. Notations

Let k be an algebraic closure of the field Fp with p elements. Let W (k) be the ring
of Witt vectors with coefficients in k. Let B(k) := W (k)[ 1p ]. Let y : Spec(k) → N be a

point. Let z : Spec(V ) → N be a lift of y, where V is a discrete valuation ring that is a
finite extension of W (k). Let e ∈ N be the index of ramification of V .

Let π be a uniformizer of V . Let R := W (k)[[x]]. Let s : R ։ V be a W (k)-
epimorphism that maps x to π. If fe is the Eisenstein polynomial of degree e that has
coefficients in W (k) and that has π as a root, then Ker(s) is generated by fe. Let Se

be the R-subalgebra of B(k)[[x]] generated by all xen

n!
with n ∈ N ∪ {0}; it is the divided

power hull of any one of the ideals (xe), (fe), or (p, xe) = (p, fe) of R. Let Je (resp. Ke)

be the ideal of Se generated by all
fen

e

n! (resp. by all xen

n! ) with n ∈ N. Let Re be the

p-adic completion of Se. Let R̃e be the completion of Se with respect to the decreasing

filtration given by its ideals K
[n]
e , n ∈ N ∪ {0}. Thus R̃e = proj.lim.n∈NSe/K

[n]
e . We

recall that K
[0]
e := Se and that for n≥ 1 the ideal K

[n]
e of Se is generated by all products

δ
a1
1

a1!
· · ·

δam
m

am! with δ1, . . . , δm ∈ Ke and with m, a1, . . . , am ∈ N ∪ {0} such that we have

a1 + · · · + am ≥ n. If p > 2, then R̃e is also the completion of Se with respect to its

decreasing filtration (J
[n]
e )n∈N∪{0}. Thus for p ≥ 3 we have as well a W (k)-epimorphism

ẽV : R̃e ։ V that takes x to π and for p = 2 we have aW (k)-epimorphism ẽV : R̃e ։ V/pV
that takes x to π modulo p.

The W (k)-algebra R̃e (resp. Re) consists of formal power series Σn≥ 0anx
n such that

the sequence ([n
e
]!an)n∈N∩{0} is formed by elements of W (k) (resp. is formed by elements

of W (k) and converges to 0). Let Φk be the Frobenius lift of R, Se, Re, or R̃e that is

compatible with σ and such that Φk(x) = xp. One has Rk ⊆ R̃e and Φk(R̃e) ⊆ Re.
Let OR be the unique local ring of R that is a discrete valuation ring of mixed

characteristic (0, p) and residue field k((x)). Let O be the completion of OR. Let k1 be an
algebraic closure of k((x)). Let

Spec(W (k1))→ Spec(R)

be the Teichmüller lift with respect to Φk; under it W (k1) gets naturally the structure of
a ∗-algebra, where ∗ ∈ {R,OR,O}.

To z : Spec(V ) → N corresponds a principally polarized abelian scheme (A, λA)
over V whose generic fibre is endowed with a family (wα)α∈J of Hodge cycles. Let
(N, φN , ψN ,∇N ) be the evaluation of D(((A, λA)[p∞])V/pV ) at the thickening associated
naturally to the closed embedding Spec(V/pV ) →֒ Spec(Re). ThusN is a free Re-module of
rank 2d, φN : N → N is a Φk-linear endomorphism, ψN is a perfect alternating form on N
which is a principal quasi-polarization of (N, φN ), and ∇N : N → N⊗Re

RedX is a connec-
tion on N with respect to which φN is horizontal i.e., we have ∇N ◦φN = (φN⊗dΦk)◦∇N .
The connection ∇N is integrable and nilpotent modulo p.

We have a functorial identification H1
dR(AV /V ) = N ⊗Re

V . Let F 1
V be the Hodge

filtration of H1
dR(AV /V ) defined by AV .

Let (M0, φ0, (t0,α)α∈J, ψ0) be the tensorization of (N, φN , (tz,α)α∈J, ψN) via the epi-
morphism ξ : Re ։ W (k) that maps x to 0. It is known that there exists isomor-
phisms (M0, (t0,α)α∈J) ∼→ (L∗⊗ZW (k), (vα)α∈J) and that there exists a unique isomorphism
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(N0[
1
p ], (tz,α)α∈J) ∼→ (M0 ⊗W (K) Re[

1
p ], (t0,α)α∈J) which modulo Ker(ξ[ 1p ]) is the identity

automorphism of M0[
1
p ].

For α ∈ J, the crystalline realization of wα is a tensor tz,α of T(N)[ 1p ] which is fixed

by φN , which is annihilated by ∇N , and whose tensorization with V [ 1p ] belongs to the

F 0-filtration of T(H1
dR(AV /V ))[ 1

p
] defined by F 1

V [ 1
p
]. Let G̃Re

be the schematic closure in

GLGLGLN of the reductive subgroup scheme of GLGLGLN [ 1
p
] that fixes tz,α for all α ∈ J (this makes

sense as there exists isomorphisms (N [ 1
p
], (tz,α)α∈J) ∼→ (L∗ ⊗Z W (k), (vα)α∈J)).

Let η be the field of fractions of R. Let U := Spec(R)\Spec(k) be the open subscheme
of Spec(R) which is the complement in Spec(R) of its closed point Spec(k).

4. Method I

Method I is due to Faltings and Vasiu, works for p ≥ 5, and uses the following tool.

4.1. Faltings theorem (see [Fa, Cor. 9]). Let α ∈ J be such that we have vα ∈
(∪p−2

i=1L
⊗i ⊗Z L

∗⊗i ⊗Z Z(p)). Then we have also tz,α ∈ (∪p−2
i=1N

⊗i ⊗Re
N∗⊗i).

4.2. Step 1 (the reductiveness part). The first step is to show that, under some
conditions on the closed embedding homomorphism GZ(p)

→֒GSpGSpGSp(L⊗Z Z(p), ψ) and under

the assumption that p ≥ 5, G̃Re
is a reductive subgroup scheme ofGLGLGLN . See [Va1, Subsect.

5.2] for more details and see [Va1, (5.2.12)] for the fact that the reductive group scheme
G̃Re

is isomorphic to GZ(p)
×Z(p)

Re.

Here is a basic example of the type of conditions one requires. By combining Theorem
4.1 with Proposition 2.4 one gets.

4.2.1. Corollary. We assume that p ≥ 5 and that the Killing form K on Lie(Gder
Z(p)

) and

the form T on Lie(Gder
Z(p)

) induced (via restriction) by the trace form on End(L⊗Z Z(p)) are

both perfect. Then G̃Re
is a reductive group scheme over Re.

4.3. Step 2 (lift of the filtration). The second step shows that we can lift F 1
V to a

direct summand F 1
Re

of N in such a way that ψN (F 1
Re
, F 1

Re
) = 0 and that for each element

α ∈ J the tensor tz,α belongs to the F 0-filtration of T(N)[ 1
p
] defined by F 1

Re
[ 1
p
]. The essence

of this second step is the classical theory of infinitesimal liftings of cocharacters of smooth
group schemes (see [DG, Exp. IX]). In other words, F 1

V is defined by a suitable cocharacter
of G̃Re

×Re
V which lifts to a cocharacter of G̃Re

that defines F 1
Re

. See [Va1, Subsect. 5.3]

for more details. Strictly speaking, loc. cit. is worked out over R̃e instead of over Re; but
as for each n ∈ N the W (k)-algebra Re/p

nRe is the inductive limit of its local artinian

W (k)-subalgebras, the arguments of loc. cit. work over Re itself instead of over R̃e. Due
to the existence of F 1

Re
, for p ≥ 3 the composite morphism z : Spec(V )→ N→M lifts to a

morphism z̃ : Spec(Re) → M (cf. classical deformation theories of Grothendieck–Messing

and Serre–Tate). The first versions of [Fa] and [Va1] used Re and R̃e (respectively). The

final version of [Fa] was worked out over R̃e.
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4.4. Step 3 (parallel transport of Hodge cycles). To z̃ corresponds an abelian
scheme over Re whose pull back to Re[

1
p
] is endowed with a family of Hodge cycles whose

crystalline realizations are (tz,α)α∈J. This is a result of Faltings whose essence is presented
in [Va1, Rm. 4.1.5] and whose detailed proof is presented in [Va8, Prop. 3.4.1] (one can
embed Re into C[[x]] and one can check the statement over rings of formal power series
with coefficients in C; this case is the same as [Va8, Prop. 3.4.1]). This implies that the
morphism z̃ : Spec(Re) → M factors naturally through Ncl. If Rn

e is the normalization of
Re, then one gets a morphism z̃n : Spec(Rn

e)→ N that lifts z. Using this and the fact that
we have a W (k)-epimorphism Rn

e ։ W (k) that maps x to 0, we conclude that there exists
a lift z0 : Spec(W (k))→ N of y.

4.5. Step 4 (deformation theory). The fourth step uses the lift z0 : Spec(W (k)))→ N

of y and Faltings deformation theory (see [Fa, Sect. 7]) to show that N is formally smooth
over Z(p) at its F-valued point defined by y. See [Va1, Subsect. 5.4] for more details (which
require the form of Step 3 over rings of formal power series over W (k)).

4.6. Step 5 (well positioned families of tensors). The fifth step shows that for p > 3
the mentioned conditions on the closed embedding homomorphism GZ(p)

→֒ GSpGSpGSp(L ⊗Z

Z(p), ψ) always hold, provided we replace f : (G,X) →֒ (GSpGSpGSp(W,ψ), S) by a suitable other

injective map f1 : (G1, X1) →֒ (GSpGSpGSp(W1, ψ1), S1) with the property that (Gad, Xad) =
(Gad

1 , Xad
1 ) and that we have an isogeny Gder

1 → Gder. See [Va1, Subsects. 6.5 and 6.6]
for more details. Using this, from the fact that Theorem 1.1 holds for the analogue N1 of
N (obtained working with f1 and a prime v1 of E(G1, X1) that divides the same prime of
E(Gad

1 , Xad
1 ) = E(Gad, Xad) as v), one gets directly that Theorem 1.1 holds for N itself

(see [Va1, Subsubsects. 3.2.12, 6.1, and 6.2].

4.6.1. Example. We assume that p ≥ 5, that G is a GSpinGSpinGSpin(2, 2n− 1) group, and that d
is a power of 2. We have E(G,X) = Q and O = Z(p).

If p does not divide 2n− 1, then the Killing form K on Lie(Gder
Z(p)

) and the form T on

Lie(Gder
Z(p)

) induced (via restriction) by the trace form on End(L⊗Z Z(p)) are both perfect.

Therefore Corollary 4.2.1 applies and thus Theorem 1.1 holds.
If p divides 2n − 1, then it does not divide 2n + 1 and we can assume that f

is a composite injective map (G,X) →֒ (G1, X1) →֒ (GSpGSpGSp(W,ψ), S) such that G1 is
a GSpinGSpinGSpin(2, 2n + 1) group and the schematic closure G1,Z(p)

of G1 in GLGLGLL⊗ZZ(p)
is a

reductive group scheme. Let H1,p := G1(Qp) ∩ Kp; it is a hyperspecial subgroup of
G1(Qp). As p does not divide 2n+1, the normalization N1 of the schematic closure Ncl

1 of
Sh(G1, X1)/H1,p in M is a regular scheme which is formally smooth over O (cf. previous

paragraph); moreover the analogue G̃1,Re
of G̃Re

is a reductive group scheme over Re

which is a closed subgroup scheme of GLGLGLN . There exists a rank 1 torus TZ(p)
of G1,Z(p)

such that the centralizer of TZ(p)
in G1,Z(p)

is a reductive group scheme G1/2,Z(p)
that con-

tains GZ(p)
in such a way that Gder

1/2,Z(p)
= Gder

Z(p)
. Let N1/2 be defined similarly to N1

but working with H1/2,p := G1/2(Qp)∩Kp and Sh(G1/2, X1/2)/H1/2,p. The injective map
(G1/2, X1/2) →֒ (G1, X1) is a relative PEL embedding and therefore (as in [Zi] and [Ko])
one argues that N1/2 is a regular scheme which is formally smooth over O = Z(p) and
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which is a closed subscheme of N1; moreover the analogue G̃1/2,Re
of G̃Re

is a reductive

group scheme over Re which is a closed subgroup scheme of G̃1,Re
and thus of GLGLGLN . As

N is an open subscheme of N1/2 we conclude that N is a regular scheme which is formally

smooth over O = Z(p) and that G̃Re
is a reductive group scheme over Re.

4.7. Remarks. (a) From the smoothness of N and Faltings deformation theory one
gets as a corollary that t0,α ∈ T(M0)[

1
p
] does not depend on the lift z : Spec(V ) → N of

y : Spec(F)→ N.
(b) If f : (G,X) → (GSpGSpGSp(W,ψ), S) is a PEL type embedding (with the D case

excluded for p = 2), then the formal smoothness of Ncl over O at the point y follows
from a direct computation of the tangent space of N at y. The general principle that
reductiveness of G̃Re

implies the formal smoothness of N at y appears first in [Va0] and
thus in [Va1] and all its preliminary versions.

4.8. Comments. The main merits of Method I are that:

(a) it provides a general theory of well positioned family of tensors (which gives a
lot more information than just the reductiveness of G̃Re

);

(b) it introduces the fundamental concept of a relative PEL embedding (see [Va1,
Subsubsects. 4.3.16, 4.3.13, 4.3.11]);

(c) it works uniformly for all primes p ≥ 5 and it is able to avoid all the complications
of “Claims 2.3.1 and 2.3.2” (despite the relatively weak tool provided by Theorem 4.1).

Among the weak points of Method I, we mention that: (i) it involves cases (on
Shimura types and on the prime p, like Example 4.6.1 pertain to the Bn type and one had
to consider two cases), (ii) (due to the complicated nature of Re) it requires some more
expertise on reductive group schemes, and (iii) it does not work for p ∈ {2, 3}. Therefore
we felt the need to simplify Method I and to find a new method that works as well for
p ∈ {2, 3}. A key idea of Method II is to replace the role of Re but that one of the regular,
local ring R = W (k)[[x]] (see Section 5 below).

4.9. Moonen’s report. There has been an erroneous report on [Va1], cf. [Mo]. On one
side [Mo] contains many gaps, errors, and mistakes and on the other side [Mo] does not
provide any concrete or serious issue with [Va1]. See [Va3] for errata to [Va1]. Except a
gap in Faltings work that was corrected in [Va2] and a minor confusing for the An type
case with p dividing n + 1 that was corrected in [Va3]1 , there has never been any other
trouble with the Method I presented in [Va1]. Below we present only those gaps, errors,
and mistakes in [Mo] which had been pointed out by us to Moonen2 and those who had
been of concern to us since many years.3

1 The confusion pertained only to the passage from Hodge type to the abelian type
and not to cases related to Theorem 1.1.

2 They were pointed out before [Mo] was accepted for publication. Moonen informed
us that he prefers to let (quoting) “the specialists to decide”.

3 Moonen informed us that the only thing he cares about is the mathematical truth.
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(a) Proof of [Mo, Prop. 3.22] is wrong. It “proves” that any cyclic Galois cover K1 of
the field of fractions K of a discrete valuation ring of mixed characteristic, is automatically
unramified. The error consists in the fact that if an element of the Galois group acts
trivially on the residue field of the ring of integers O1 of K1, it does not necessarily act
trivially on O1/pO1. Any attempt of handling [Va1, Thm. 6.1.2*] only at the level of
discrete valuation rings (i.e., as in [Mo]) is pointless (see [Va1, Subsect. 6.2.7]).

(b) The descent arguments of [Mo, Prop. 3.10] are not OK. The counterexample of
[BLR, Ch. 6, Sect. 6.7] makes perfect sense in mixed characteristic.

(c) The proof of Faltings Lemma in [Mo, Lemma 3.6] is wrong. It ends up that
(quoting) “At some points one furthermore needs arguments similar to the above, i.e.,
taking sections over an extension ... We leave it to the reader to check the details” [in the
book of Faltings and Chai]. But as pointed out in [Va2], there has been a gap in Faltings
work (including his book with Chai) and that consisted exactly in the part of taking
sections (Faltings erroneous argument was reproduced in the third paragraph of [Va1,
Step B, Subsubsect. 3.2.17]). The gap was corrected only in [Va2] using two proofs: one
based on smooth toroidal compactifications and one based on de Jong extension theorem
of [dJ], cf. [Va2, Prop. 4.1 and Rm. 4.2].

(d) Obviously, (a) to (c) invalidate many other parts of [Mo], like [Mo, Prop. 3.18
and Cor. 3.23]. In fact they invalidate essentially all of [Mo, Section 3] that pertains to
integral models. The very few parts of [Mo, Section 3] that pertain to integral models and
that are correct, are the only ones that followed entirely [Va1] and its preliminary versions.

(e) Based on (a) to (d), the claim of [Mo, Rm. 3.24] of a “very different” presentation
from the earlier versions of [Va1], is meaningless.

5. Method II

Let Ns be the formally smooth locus of N over O. Method II is due to Vasiu, works
for all primes p, and uses the following tool.

5.1. de Jong’s Theorem (see [dJ, Thm. 1.1]). The natural functor from the cate-
gory of F -crystals over Spec(k[[x]]) to the category of F -crystals over Spec(k((x))) is fully
faithful.

The main idea of Method II is to work out the reductiveness part not over the
complicated rings Re but over the regular local ring R of dimension 2. Theorem 5.1 is
exactly what one needs in order to accomplish the replacement of Re by R.

5.2. Theorem (Step 1, a motivic conjecture of Milne proved in [Va5, Thm.
1.3]). We assume that either p > 2 or G is a torus. We also assume that V = W (k).
Then there exists an isomorphism (M0, (t0,α)α∈J) ∼→ (L∗ ⊗Z W (k), (vα)α∈J).

5.3. Step 2 (deformation theory). Faltings deformation theory shows that N is
smooth at y provided we can choose V = W (k) (this holds independently of the first step
and without assuming that GZ(p)

is a reductive subgroup scheme of GLGLGLL⊗ZZ(p)
, cf. [Va8,

Thm. 1.5 (a)]). Using maximal tori of GZ(p)
whose pull backs to R have R-rank 1, one can
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easily get that N has W (k)-valued points and thus that Ns has a non-empty intersection
with Nk(v).

5.4. Step 3 (the reductiveness and the lift of filtration part). The second step
shows that Ns intersects Nk(v) in an open closed subscheme of Nk(v). To check this one
only has to show that for each commutative diagram of the following type

Spec(k) −−−−→ Spec(k[[x]]) ←−−−− Spec(k((x)))
yy

yq

yqk((x))

N ←−−−− N ←−−−− Ns,

the morphism y : Spec(k)→ N (or q) factors through the open subscheme Ns of N.
We consider the principally quasi-polarized F -crystal

(N0, φN0
,∇0, ψN0

)

over k[[x]] of the principally polarized abelian scheme over k[[x]] associated to q. Thus
N0 is a free R-module of rank 2d, φN0

is a Φk-linear endomorphism of N0 such that p
annihilates N0/RIm(φN0

), ψN0
is a perfect alternating form on N0 which is a principal

quasi-polarization of (N0, φN0
), and ∇0 is an integrable and nilpotent modulo p connection

on N0 such that we have ∇0 ◦ φN0
= (φN0

⊗ dΦk) ◦ ∇0.
As the O-scheme Ns is formally smooth, there exists a lift z1 : Spec(O)→ Ns of the

morphism qk((x)) : Spec(k((x)))→ Ns defined naturally by qk((x)) and denoted in the same
way. Let (A1, λA1

, (w1,α)α∈J) be the principally polarized abelian scheme over O endowed
with a family of Hodge cycles that is associated naturally to z1. Let t1,α be the de Rham
realization of w1,α. We identify canonically N0 ⊗R O = H1

dR(A1/O) and thus we can view
each t1,α as a tensor of T(N0 ⊗R O)[ 1

p
]. Based on Theorem 5.1 one easily gets that (see

[Va8, Part I, Prop. 5.1.1]):

(*) in fact we have t1,α ∈ T(N0)[
1
p
] for all α ∈ J.

Based on (*), one can speak about the reductive subgroup G̃η of GLGLGLN0⊗Rη that fixes

each t1,α with α ∈ J. Let G̃R be the schematic closure of G̃η in GLGLGLN0
. From Theorem 5.2

we get that (see [Va8, Part I, Thm. 5.2]):

(**) there exists an isomorphism (N0⊗RW (k1), (t1,α)α∈J) ∼→ (L∗⊗ZW (k1), (vα)α∈J)

and thus both G̃R ×R W (k1) and G̃R ×R O are reductive group schemes.

From this and the crystalline reductiveness principle of [Va6, Thm. 6.3] we get that:

(***) G̃R is a reductive group scheme over R (we recall that R = W (k)[[x]]).

We recall that the crystalline reductiveness principle relies on the fact that each
reductive group scheme over U extends uniquely to a reductive group scheme over Spec(R)
(see [Va6, Thm. 1.1 (c)] whose proof relies on [CTS]). Based on (***), as in Subsection
4.3 one argues that one can lift the kernel of φN0

modulo p to a direct summand F 1
R of N0

9



in such way that each tensor t1,α belongs to the F 0-filtration of T(N0)[
1
p ] defined by F 1

R.

Using this and Faltings deformation theory one gets that indeed q factors through Ns (see
[Va8, Part I] for p ≥ 3 and for some exceptional cases with p = 2 and see [Va8, Part II] for
the general case with p = 2).

5.6. Step 4 (the three cases). Each simple, adjoint Shimura pair (G0, X0) of abelian
type belongs to precisely one of the following three classes:

Type (I) (G0, X0) is of An, Cn, or DH
n type and G0,R has no simple, compact factor.

Type (II) The group G0,R has a simple, compact factor.

Type (III) (G0, X0) is of Bn (with n ≥ 3) or DR
n (with n ≥ 4) type and G0,R has

no simple, compact factor.

If (Gad, Xad) = (G0, X0), then for each one of the mentioned three classes one can
choose f : (G,X) →֒ (GSpGSpGSp(W,ψ), S) such that for all primes v dividing p the scheme N

is regular and formally smooth over O (i.e., the Theorem 1.1 holds). Concretely, we have
the following three cases.

(i) If (G0, X0) is of Type I, then we can assume that f : (G,X) →֒ (GSpGSpGSp(W,ψ), S)
is a PEL type embedding and that the centralizer of GZ(p)

in GLGLGLL⊗ZZ(p)
is the reductive

group scheme of invertible elements of a semisimple Z(p)-subalgebra of End(L ⊗Z Z(p)).

See [Va3, Prop. 3.2] for the An type case and see [Va8, Part II] for the Cn and DH
n types

(the arguments are the same as in [Va3, Prop. 3.2]). Except when p = 2 and (G0, X0) is
of DH

n type, it is well known that Theorem 1.1 holds (cf. [Zi] and [Ko]). The case when
p = 2 and (G0, X0) is of DH

n type is proved in [Va7].

(ii) If (G0, X0) is of Type II, then for any choice f : (G,X) →֒ (GSpGSpGSp(W,ψ), S) one
knows that N is a pro-étale cover of a projective O-scheme N/H0 (cf. [Va4, Cor. 4.3])

and that the connected components of N are permuted transitively by G(A
(p)
f ) (cf. [Va1,

Lemma 3.3.2]). From this and the fact that N has W (k)-valued points (see Subsection
5.3) we get that each special fibre of N/H0 ×O W (k) is connected and that the connected

components of Nk(v) are permuted transitively by G(A
(p)
f ). Based on this and the fact that

Ns/H0 ∩ Nk(v)/H0 is a G(A
(p)
f )-invariant non-empty open closed subscheme of Nk(v)/H0,

we easily conclude that Ns/H0 = N/H0 and that Ncl = N. Thus Theorem 1.1 holds.

(iii) If (G0, X0) is of Type III, then we can assume that f : (G,X) →֒ (GSpGSpGSp(W,ψ), S)
is such that E(G,X) = Q and that the ordinary locus of Nk(v) is Zariski dense in Nk(v).

4 As
each ordinary point of N belongs to Ns (cf. [No, Cor. 3.8]), one concludes (cf. Subsection
5.4) that N = Ns. Thus Theorem 1.1 holds. See [Va8, Part II] for details.

4 This and the p = 2 case of (i) with (G0, X0) of DH
n type and with GQ2

split (see [Va7,
Part I]), are the only places in Method II where one needs to use ramification rings like V
and Re. If one knows that the connected components of Nk(v) are permuted transitively

by G(A
(p)
f ) or if one is eager to use toroidal induction in order to prove this transitivity

property, then one does not even have to mention V and Re at all.
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The general case of Theorem 1.1 follows from the above three cases via the standard
isogeny properties between Shimura varieties of Hodge type (see [Va1], [Va3], and [Va8]
for details).

5.7. Comments. The main merits of Method II are that:

(a) it works for all primes p;

(b) it works over R and not over Re (and this replacement of (V,Re) by (W (k), R)
is almost complete, cf. footnote 4);

(c) it can be easily applied to other classes of polarized varieties and (the greatest
part of) it can be adapted to many situations in which GZ(p)

is not a reductive group
scheme over Z(p).

We would be inclined to think that it has no weak point. The only arguable think
would be that, in some sense, it still involves cases (see Types I to III above). But if
one really wants to handle the case p = 2 as well, then (due to so many pathologies in
characteristic 2 and the desire to keep the things relatively simple) it seems unavoidable
to have some cases to consider.

6. Method III

Method III is in essence only a variation of the Methods I and II. Method III is due
to Kisin, works for p > 2 and for some exceptional cases with p = 2, and uses the following
tool.

6.1. Kisin’s Theorem (see [Ki1] and [Ki2]). If p = 2 we assume that the 2-rank
of Ak is 0. Then the quadruple (N, φN , (tz,α)α∈J, ψN ) is the extension via the σ-linear
homomorphism R→ Re that maps x to xp of a quadruple (N0, φN0

, (tz,α)α∈J, ψN0
) over R,

where φN0
: N0 → N0 is a σ-linear endomorphism such that N0/RIm(φN0

) is annihilated
by fe(x). Moreover, for α ∈ J we have vα ∈ T(L⊗Z Z(p)) if and only if tz,α ∈ T(N0).

Obviously Theorem 6.1 implies Theorem 4.1 and therefore it is a significantly better
tool. We have the following analogue of the property 5.4 (*):

(*) we have tz,α ∈ T(N0)[
1
p ] for all α ∈ J.

Based on (*), one can speak about the reductive subgroup G̃η of GLGLGLN0⊗Rη that fixes

each tz,α with α ∈ J. Let G̃R be the schematic closure of G̃η in GLGLGLN0
.

6.2. Step 1 (Milne conjecture). In [Fo] it is proved that the following analogue of the
property 5.4 (**) holds:

(**) we have an isomorphism (N0 ⊗R W (k1), (t1,α)α∈J) ∼→ (L∗ ⊗Z W (k1), (vα)α∈J)

and thus G̃R ×R O is a reductive group scheme.

6.3. Step 2 (the reductiveness part). One has the following analogue of the property
5.4 (***).

11



(***) G̃R is a reductive group scheme over R (we recall that R = W (k)[[x]]).

Due to “Claim 2.3.2”, [Ki4, Prop. 1.3.4] is of little use as it stands. Thus, in order
to eliminate the (strong) hypothesis of [Ki4, Prop. 1.3.4] that pertains to a reductive
groups scheme over Zp defined by a family of tensors, the proof of [Ki4, Prop. 1.3.4] needs
modifications. We present two proofs of (***) (and implicitly of [Ki4, Prop. 1.3.4]) that
do not appeal to the mentioned (strong) hypothesis and which give the same result.

Proof 1. The proof of the crystalline reductiveness principle of [Va6, Thm. 6.3]
applies entirely to give us that (***) holds (once 6.1 (*) holds, it is irrelevant in the proof
of loc. cit. if p or if fe(x) annihilates N0/RIm(φN0

(N0))). As pointed out in [Va6, Rm.
6.4 (a)], the axioms [Va6, 6.2 (iii) to (vi)] hold automatically while the axioms [Va6, 6.2
(i) and (ii)] are implied by 6.1 (*) and 6.2 (**).

Proof 2. We follow [Va5, Lemma 2.5.2] to provide a second proof to (***) that does
not rely on [Va6]. To prove that (***) holds we can assume that we have tz,α ∈ T(N0) and
vα ∈ T(L∗ ⊗Z Z(p)) for all α ∈ J. Let Y0 be the affine Spec(R)-scheme that parametrizes
isomorphisms between (N0, (tα)α∈J) and (L⊗Z R, (vα)α∈J). The key point is to define (as
everywhere in [Va1] to [Va8])

(****) Y to be the schematic closure of Y0,η in Y0!

The group scheme GR := GZ(p)
×Z(p)

R acts on Y from the left. From 6.2 (**) and
[Ki4, proof of Prop. 1.3.4] one gets that for each local ring R of R which is a discrete
valuation ring, Y has valued points in a faithfully flat discrete valuating ring extension of
R. Using this and the fact that the schematic closures commute with pulls back via flat
morphisms, one gets that YU is a torsor under (GR)U . The rest is standard: based on
[CTS] one gets that YU is the trivial torsor and therefore Y has U -valued points and thus
also Spec(R)-valued points. Therefore (***) holds and moreover one has:

(*****) there exists an isomorphism (N0, (t1,α)α∈J) ∼→ (L∗ ⊗Z R, (vα)α∈J).

6.4. Step 3 (lift of the filtration). The same as Subsection 4.3 (see [Ki4, Subsubsects.
1.1 and 1.5.8]). The only difference is that [Ki, Subsubsect. 1.5.7 and p. 19] got stuck

to [Va1, Subsect. 5.4] and therefore it uses R̃e instead of Re for p > 2 and it uses Re for
p = 2.

6.5. Steps 4 and 5 (deformation theory and parallel transport of Hodge cy-
cles). These steps are the same as Subsection 4.5 (see [Ki4, Subsect. 1.5]), except that
[Ki4, Subsect. 1.5] makes two modifications which do rely on Corollary 2.3.4 though this
Corollary is not proved in [Ki4]. The modifications in [Ki4, Subsect. 1.5] are as follows:
due to “Claim 2.3.2” (one can replace it by Corollary 2.3.4), loc. cit. does not require any
appeal to Faltings result of Subsection 4.4 and for p = 2 can use as well Zink deformation
theory of displays. We do not believe in the “parallel transport” argument of the proof of
[Ki4, Prop. 2.3.5] (at least it is way to sketchy).

If p ≥ 3, then [Ki4, Prop. 1.5.8] is a very particular case of [Va5, Thm. 5.2].5

5 Loc. cit. is stated for p ≥ 3 but it makes sense even for p = 2 provided the 2-rank of
the 2-divisible group over V is 0. In fact we have developed methods which even work in
same cases when p = 2 and the 2-rank is arbitrary, see [Va7, Part I, Thm. 6.6].
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6.6. Comments. The main merits of Method III are:

(a) that it does not require a division into cases (to be compared with the end of
Subsection 4.7); and

(b) one gets a variant of Milne conjecture for crystalline Zp-representations of the
Galois group of V [ 1p ], provided in the étale Zp-context one has a reductive group scheme.

The main weak points of Method III are: (i) it works only for p > 2 and for very
exceptional cases with p = 2 and, in connection to Theorem 1.1, it can not get better or
stronger results, (ii) it is only a variation of the Methods I and II, (iii) it can not prove
any form of the Milne conjecture without the assumption that in the étale context one has
a reductive group scheme over Zp (in particular, it does not provide a new proof to the
general results [Va4, Thm. 1.3 and Cor. 1.4] that pertain to p-divisible groups over Witt
rings of perfect fields which are endowed with arbitrary families of crystalline tensors) (iv)
(despite a better tool than Theorem 4.1) it has already accumulated numerous gaps, errors,
and mistakes (in [Ki3] it is also claimed that one has N = Ncl, Step 4 of [Ki3, Subsect.
4.2] is incorrect, see “Claim 2.3.1”, see “Claim 2.3.2” and Remark 2.3.3 (d), see the false
claim of Remark 2.3.3 (a), see Subsection 6.3, see Subsection 6.5, instead of quoting [Va2]
it quotes the erroneous proof of [Mo, Lemma 3.6], etc.), (v) it is mixed up (like one uses

fully all the rings V , R, Re, R̃e, like one uses four deformation theories and two crystalline
theories, etc.), and (vi) it is purely written.

6.7. Remark. Whatever part of [Ki4, Sect. 3] might be correct, in essence it is only a
variation of the methods developed in [Va1, Subsects. 3.4, 6.1, and 6.2] and [Va3, Sub-
subsects. 2.4.2, 2.4.3, 4.3, and 5.1] for passing from integral canonical models of Shimura
varieties of Hodge type to integral canonical models of Shimura varieties of abelian type.
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struction de modèles canoniques, Automorphic forms, representations and L-
functions (Oregon State Univ., Corvallis, OR, 1977), Part 2, pp. 247–289, Proc.
Sympos. Pure Math., 33, Amer. Math. Soc., Providence, RI, 1979.

13



[De3] P. Deligne, Hodge cycles on abelian varieties, Hodge cycles, motives, and Shimura
varieties, Lecture Notes in Math., Vol. 900, pp. 9–100, Springer-Verlag, Berlin-
New York, 1982.

[DG] M. Demazure, A. Grothendieck, et al., Schémas en groupes, Vol. II, Lecture Notes
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